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Abstract:  Detection of brain tumors based on magnetic resonance imaging (MRI) images is essential for follow-up 

examinations. Several CNN models have been proposed before to get the best performance in detecting brain tumors. 

However, it is still necessary to improve performance due to complex brain structures, varying tumor shapes and sizes, 

and the position of brain tumors. Therefore, we propose a new voting of convolutional neural networks (CNNs) based 

on MRI images to detect brain tumors. CNN in the proposed method has three network paths, each involving a 

convolution process with a different kernel size. Involving different MRI image input shapes on the proposed CNN 

can provide different detection results, so voting is needed for the final detection. We propose a voting method with 

the condition that if only one proposed CNN model with a particular input shape detects a brain tumor in the MRI 

image, the final detection result indicates a tumor in the image. To evaluate the method's performance, we used brain 

MRI image datasets for tumor detection arranged into training, testing 1 (small size), and testing 2 (large size). The 

test results on the dataset show that the proposed method yields the best accuracy of 99.24% for testing 1 and 99.92% 

for testing 2. With these results, our proposed method performed better than the other methods, including VGG16, 

VGG19, ResNet50, MobileNetV2, InceptionV3, and Xception. 

Keywords: Brain tumor, Magnetic resonance imaging, Input shape, Convolutional neural network, Voting. 

 

 

1. Introduction 

Brain tumors are tissues that grow due to 

abnormal cells in and around the brain [1]. The cause 

of brain tumors remains unknown. The spread of 

cancer cells from other parts of the body to the brain 

can also cause brain tumors in a person. The world 

health organization (WHO), in its 2018 report, 

released that around 9.6 million people in various 

places of the world died from cancer [2]. Brain 

tumors are generally divided into two types, namely 

benign and malignant tumors [3]. Benign tumors only 

grow in one part of a person's body and do not spread 

to other parts. Meanwhile, a malignant tumor 

(cancer) attacks the surrounding tissues and spreads 

to other body parts. The existence of a delay and 

inaccuracy in detecting a brain tumor in a person is 

one of the factors causing death [4, 5]. The complex 

structure of the human brain and the varying sizes of 

brain tumors pose a challenge in detecting the 

presence of a brain tumor. Therefore, a system or 

method to help detect tumors with high performance 

is needed in making a diagnosis. 

 In supporting the diagnosis, the presence of a 

brain tumor can be identified by radiologists using 

MRI. Examination with MRI is a non-invasive 

examination to map internal structures and specific 

aspects of function in the body [6]. The imaging 

produced by MRI can provide contrast visualization 

and better spatial information [7]. Detection of brain 

abnormalities based on these imaging results is 

critical in determining the presence of a tumor on an 

MRI image. However, in many cases, manual 

examination of brain tumors for these imaging results 

is time-consuming and error-prone. Therefore, 

developing a method that can automatically help 

diagnose these disorders is essential. 

CNN is a deep learning method often used to 

detect a brain tumor in a person based on MRI images. 

Several recent studies using deep learning to detect 
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brain tumors with MRI image input include those 

conducted by Kang et al.[8],  Asif et al. [9], Ahmad 

and Choudhury [10], and  Shanthi et al. [11]. These 

researchers used one or several CNN models to 

extract features of the MRI image. Furthermore, for 

tumor classification/detection, they used one or 

several machine learning (ML) classifiers with the 

input of this feature. Apart from ML, some used 

softmax layers or deep learning methods for 

classification. Those who used several ML classifiers 

obtained the final detection results by selecting the 

best detection results among the ML classifiers. 

These efforts were put to get the best tumor 

classification/detection results. However, due to 

complex brain structures, tumor shapes and sizes that 

vary greatly, and the position of these brain tumors 

[12], it is necessary to build a CNN model 

specifically. The CNN model has several networks 

involving convolution processes with different kernel 

sizes. In addition, the involvement of several shapes 

of MRI images as the input for the CNN model may 

give different decision results. Therefore, it is 

necessary to have a final detection recommendation 

technique, such as voting. 

From the advantages and disadvantages of 

previous studies and potential solutions to improve 

tumor detection performance, we propose a new 

voting method of CNN for detecting brain tumors 

based on MRI images. The CNN model in this study 

was specially constructed in such a way that it could 

recognize the shape and size of tumors on complex 

brain tissue. Glioma types of brain tumors can have 

different shapes and sizes, almost the same as 

meningioma tumor types. There are times when the 

shape and size of the tumor is similar to healthy brain 

tissue. Therefore, the proposed CNN model involves 

a convolution process that works parallelly with 

different kernel sizes to extract these tumor features. 

This parallel convolution process is almost the same 

as the multi-path CNN process, which has been 

proven to improve classification performance for 

complex images [13]. In this study, we used CNN 

model by considering the low number of parameters 

and the limited training data to avoid overfitting [14]. 

We also used different input MRI image shapes on 

the proposed CNN to improve the performance. 

These different input shapes may provide different 

feature extraction results, thereby impacting 

performance in classification/detection [15, 16]. The 

consequence of using some different input shapes is 

that it is necessary to formulate recommendations for 

the final decision to detect brain tumors. In this study, 

we used a voting technique that, in practice, could 

improve classification/detection accuracy [17].  

The main contributions of this study are as 

follows: 

 

• The CNN model with some convolution process 

network paths is proposed to detect brain tumors 

based on MRI images. The convolution process 

on each network path works in parallel with 

different kernel sizes and is built concerning the 

low number of model parameters. 

• The CNN model voting scheme, which involves 

several different sizes of input MRI images, is 

applied to help the proposed CNN model obtain 

brain tumor features in the image. 

• Building a new voting algorithm for some of the 

proposed CNN model detection outputs to 

improve the performance of MRI image-based 

tumor detection. 

 

In this paper, section 2 discusses the methods and 

results of the relevant previous research on brain 

tumor detection. Section 3 describes the MRI dataset 

for experimentation and the proposed method for 

brain tumor detection. Section 4 describes the 

experiments carried out. Section 5 contains 

experimental results and discussion. Finally, section 

6 contains conclusions. 

2. Related work 

We discussed several previous studies, namely 

the involvement of the CNN model in detecting brain 

tumors, either only for feature extraction of MRI 

images (hybrid) or completely for feature extraction 

and final classification/detection. 

Recent studies using CNN for feature extraction 

of MRI images are reported in [8, 10, 11]. Kang et 

al.[8] applied a hybrid scheme to the classification of 

brain tumors. Starting with pre-processing (cropping, 

resizing, and augmentation), they used thirteen CNN 

transfer learning models to extract MRI image 

features and nine ML classifiers for feature 

evaluation and final classification. The test results 

show that the combined feature extraction from 

DenseNet121, ResNeXt101, and MnasNet with the 

final classification using fully connected provided the 

best detection performance. A similar study was 

conducted by Ahmad and Choudhury [10]. After pre-

processing the MRI images (active contour, 

thresholding, cropped, resized, RGB image), they 

used transfer learning of seven CNN models for 

feature extraction of MRI images and five ML 

classifiers for classification. The trial results showed 

that their proposed VGG19-SVM obtained the best 

tumor detection performance with an accuracy of 

99.39%. Feature extraction of MRI images with CNN 
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was also done by Shanthi et al. [11]. They pre-

processed the MRI image with a Gaussian filter 

before feature extraction. At the classification stage, 

they used long short-term memory (LSTM) with the 

weights selected using the adaptive rider 

optimization (ARO) algorithm. Experimental results 

showed their proposed method achieving a maximum 

accuracy of 97.5%. 

Previous studies using CNN for feature extraction 

and classification/detection of tumors based on MRI 

images were reported in [3, 4, 9, 18-22]. Chatterjee et 

al. [3] used the ResNet(2+1)D and ResNet Mixed 

Convolution models to classify brain tumor types. 

Their proposed ResNet(2+1)D combined 2D 

convolution followed by 1D convolution, while 

ResNet Mixed Convolution combined 2D and 3D 

convolution. The results of the trials they conducted 

showed that the two models were superior to the 

ResNet3D model.  

Khan et al. [4] proposed a 23-layer CNN for brain 

tumor classification. They tested the model with large 

and small MRI image datasets. The testing with large 

datasets went well, but for small datasets, there was 

an overfitting. To overcome this problem, they 

combined transfer learning VGG16 with a 23-layer 

CNN. Their proposed model’s test results obtained a 

classification accuracy of up to 97.8% and 100% for 

large and small datasets. A similar study by Asif et al. 

[9] used transfer learning Xception, NasNet Large, 

DenseNet121, and InceptionResNet-V2 and used a 

softmax layer at the classification stage. Their test 

results showed that Xception obtained the best 

performance with an accuracy of 99.67 % and 

91.94% for large and small datasets respectively. 

Younis et al. [18] used the CNN ensemble and 

VGG16 models to avoid overfitting. Their test results 

were carried out, and the ensemble of the two models 

resulted in accuracy in detecting brain tumors of 

98.14%. Unlike what was done by Noreen et al. [19], 

they have combined multi-level features for early 

diagnosis of brain tumors. They used two deep 

learning models, namely Inception-v3 and 

DensNet201. In their first trial, they combined 

features extracted from the Inception-v3 module and 

passed them to softmax for tumor classification. 

Second, they combined features extracted from 

DensNet201 blocks and passed them to softmax for 

detection. The test resulted in an accuracy of 99.34 % 

and 99.51% for Inception-v3 and DensNet201.  

Rizwan et al. [20] proposed a gaussian 

convolutional neural network (GCNN) to detect brain 

tumor types. They also pre-processed some noise 

filters and smoothed the MRI images. The test results 

with Gaussian filters and GCNN obtained the best  

 

Table 1. Notation list 

Notation Description 

𝑋 MRI Image Input 

𝑊 Convolution Weight 

𝑏 Convolution Bias 

𝑓(. ) Activation Function 

𝑍 Convolution Output  

𝑍 ReLU Output 

𝑧̃ Feature Map Part 

𝑔 Max-Pooling Output 

ℎ Flattening Operation Output 

ℎ̃ Concatenation Output 

𝑦 Softmax Output 

ℎ̂ Fully Connected Layer Output 

𝑦̃ Detection Result 

𝑦̂ Voting Output 

𝐴𝑐𝑐 Detection Accuracy 

𝑃𝑟𝑒 Detection Precision 

𝑆𝑒𝑛 Detection Sensitivity 

𝑆𝑝𝑒 Detection Specificity 

 

accuracy of 99.8% and 97.14% for the first and 

second datasets. Similar research was also conducted 

by Musallam et al.[21] who proposed a three-step 

pre-process and deep convolutional neural network 

(DCNN) to classify tumor types. The pre-process 

included cropping, denoising with a non-local mean 

algorithm, and histogram equalization. The test 

results showed that their proposed method obtained 

an overall classification accuracy of 98.22%. A 

different model for brain tumor classification was 

proposed by Jun et al. [22], which involved a 

multipath network in parallel with each path using the 

same size and number of convolution kernels. They 

used a gated channel transformation (GCT) layer to 

improve deep-level CNN performance. The 

evaluation results showed that their proposed method 

achieved an accuracy of 98.61% in classifying tumor 

types.  

Combining the features of two or more CNN 

models is the best effort to improve classification 

performance and avoid overfitting. In the case of 

MRI image-based tumor detection with high 

variations in tumor size, creating a multi-path 

network with different kernel sizes can be a solution 

to obtain features from tumor images. Therefore, in 

this study, we propose a CNN architecture and a 

tumor detection scheme vs. no tumor to help the early 

detection. Our proposed method differs from the 

other methods in some aspects, they are: (i) the 

proposed CNN model containing several convolution 

process paths that work in parallel with different 

kernel sizes and paying attention to the low number 

of model parameters, (ii) the ensemble scheme of the 

CNN model involving some input shapes of the MRI 
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image, (iii) using the proposed voting on some of the 

proposed CNN model detection outputs. 

3. Material and methods  

3.1 Dataset of experiment 

In this study, we conducted a series of brain tumor 

detection trials using four brain MRI image datasets. 

The first dataset is brain MRI images (axial, sagittal, 

and coronal) for brain tumor classification 

downloaded from the Kaggle website [23]. The 

dataset consists of MRI images of tumors, including 

meningioma, glioma, and pituitary, and MRI images 

of no tumor. The dataset has been defined and 

segregated for training and testing. The dataset for 

training includes glioma, meningioma, pituitary, and 

no tumor, respectively 826, 822, 827, and 395. The 

total number of all tumor training images is 2475. The 

datasets for testing glioma, meningioma, pituitary, 

and no tumor are 100, 115, 74, and 105, respectively. 

The total number of tumor testing images is 289. The 

second dataset is MRI images of the brain for brain 

tumor detection, downloaded from the Kaggle 

website [24]. The dataset contains axial MRI images, 

which include 155 tumors and 98 no tumors. The 

third dataset is brain MRI images for detecting brain 

tumors, which can be retrieved from the Kaggle 

website [25]. The dataset includes MRI images of 

tumors and no tumors, totaling 1500 each. The fourth 

dataset is an MRI image of the brain (axial, sagittal, 

and coronal) obtained from the website [26]. In this 

study, the dataset taken from the website was only a 

testing dataset that included 300 gliomas, 306 

meningiomas, 300 pituitaries, and 405 no tumors. 

Consequently, the total number of tumor images for 

testing is 906. An example of an MRI brain image 

containing tumors and no tumors is shown in Fig. 1. 

From the dataset description, we arranged some 

datasets to evaluate our proposed method. The dataset 

includes datasets for training, testing 1, and testing 2, 

as shown in Table 2. The training dataset combines 

the four datasets, while the datasets for testing 1 and 

2 are taken from [23] and [26]. 

3.2 Data pre-processing 

In the training process, the input MRI image on 

the CNN model is required to have the same size. In 

the proposed scheme, some dimensions/sizes of MRI 

images are involved as inputs to the CNN model, 

namely 64x64 pixels, 128x128 pixels, 256x256 

pixels, 512x512 pixels, and 224x224 pixels. 

Therefore, the original MRI image input, either for  

 

Table 2. Brain MRI images dataset for the experiment  

Dataset Training Testing 1 Testing 2 

Tumor [23] 2475 289 - 

 [24] 155 - - 
 [25] 1500 - - 

 [26] - - 906 
Total 4130 289 906 

No tumor [23] 395 105 - 
 [24] 98 - - 

 [25] 1500 - - 

 [26] - - 405 

Total 1993 105 405 

 

 
Figure. 1 The example of brain tumor MRI images and no 

tumor 

 

training or testing, is changed to that size. The next 

pre-process is the normalization of each pixel value 

of the MRI image. Normalization in this study is 

carried out to help process stability and convergence 

in the network [27, 28]. Each pixel value of the MRI 

image is normalized by changing the pixel value from 

the range [0.255] to [0.1]. This value is obtained by 

dividing each image pixel value by 255. 

3.3 Convolutional neural network  

CNN is one of the deep learning models widely 

applied to image objects and has been proven to have 

high performance [29]. The CNN architecture 

proposed in this study has three network paths, each 

with several layers: input, convolutional, activation, 

and pooling layer. After the network path, there are 

flatten and concatenation, fully connected, and output 

layers. We have also prepared a notation list to help 

understand the notations in the proposed architecture, 

as shown in Table 1. Henceforth, we name the 

proposed CNN architecture as tpCNN. The CNN 

architecture is explicitly built for brain tumor 

detection vs. no tumor based on the MRI image, as 

shown in Fig. 2. In this study, the goal of making 

three network paths on tpCNN is to get the best brain 

tumor features.  
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3.3.1. Input layer 

The input layer in this study is used to input brain 

MRI images into the network after the pre-processing 

to the convolution stage. The input MRI image on the 

tpCNN architecture is an RGB image with three 

channels with width=a and height=b. The size of a 

and b depends on the input shape, which is formed 

from the original image in the proposed scheme. 

3.3.2. Convolutional layer 

The convolution process in this layer is carried 

out for each brain MRI image included in the 

previous layer by shifting the filter. This process 

yields many MRI image feature maps to get the 

characteristics of the image [30, 31]. In this study, 

each network path on tpCNN has the convolution 

process, which works in parallel between one 

network path and another. The convolution process 

on each network path has the same number of filters 

but a different kernel size. The convolution process 

in the tpCNN model can be written as follows: 
 

𝑍𝑖 = 𝑓(𝑊𝑖𝑋 + 𝑏𝑖),    𝑖 = 1, 2, 3                    (1) 
 

with 𝑍𝑖  is the result of the convolution on the 𝑖 th 

network path of the tpCNN model, 𝑊𝑖 is the weight 

of the convolution on the 𝑖th network path, and 𝑏𝑖 is 

the bias of the convolution on the 𝑖th network path. 

These weights will be updated to improve detection 

results in the training process [32]. In this study, the 

number of filters for each network path of the tpCNN 

model is the same. Each network path on the tpCNN 

architecture has three convolution layers, with 32, 16, 

and 8 filters for each layer. The filter size for each 

convolution process on one network path is the same. 

In the first network path, the filter size is 3x3, the 

second network path is 5x5, and the third network 

path is 7x7, as shown in Fig. 2. While the stride used 

in the convolution process is 1 with no padding [33]. 

3.3.3. Activation layer 

This layer helps increase the nonlinear nature of 

the decision function by applying an unsaturated 

activation function. This study uses the rectified 

linear unit (ReLU) as the activation function in each 

convolution process [30], which is shown in the 

following equation: 

 

𝑍̃𝑖(𝑍𝑖) = {
𝑍𝑖 , 𝑍𝑖 ≥ 0
0, 𝑍𝑖 < 0

,     𝑖 = 1, 2, 3                    (2) 

 

where 𝑍̃𝑖 is the result of the ReLU process for the 𝑖th 

network path in the tpCNN model. 

3.3.4. Pooling layer 

The process in the pooling layer aims to reduce 

the size of the spatial representation of the 

convolution results, reduce computation, and avoid 

overfitting. The pooling used in this study is max-

pooling [34,35], with the pooling size on each 

network path of the tpCNN model being 2×2. The 

max-pooling of the results of the convolution MRI 

images is written as in the following equation: 
 

𝑔𝑖(𝒛̃𝑖) = 𝑚𝑎𝑥{𝒛̃𝑖𝑗}
𝑗

4
,      𝑖 = 1, 2, 3          (3) 

 

where 𝒛̃𝑖  is part of the feature map in the pooling 

region for processes on the 𝑖th network path, and each 

network path has four max-pooling processes, as 

shown in Fig. 2. 

3.3.5. Flatten and concatenation layer 

In this layer, the feature matrix resulting from the 

last max-pooling process on each network path is 

reshaped in vector form with a flattening operation 

[36]. The flattening operation on the 𝑖th network path 

of the tpCNN model is written as follows: 
 

 ℎ𝑖 = 𝑓𝑙𝑎𝑡𝑡𝑒𝑛(𝑔𝑖) ,      𝑖 = 1, 2, 3              (4) 
 

Flatten results are for each path of the tpCNN 

model before entering the fully connected layer. A 

concatenation process is carried out, which combines 

the flattened results for each path [37]. In this study, 

the process of combining flattened results in the 

tpCNN model is as follows: 
 

  ℎ̃ = 𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒(ℎ1, ℎ2, ℎ3)                   (5) 
 

where ℎ1, ℎ2, dan  ℎ3 are the flatten results for the 1st 

network, 2nd network, and 3rd network paths.      

3.3.6. Fully connected layer 

In this layer, the weights and biases are updated 

against the previous layer through feedback to reduce 

the feature information loss. The feature vector 

resulting from the concatenation of flattened features 

on each path is connected to the output layer with a 

dropout process of 50% to prevent overfitting [38]. 

3.3.7. Output (classification) layer 

The results of this fully connected layer are 

forwarded to the output layer to show the results of 

the classification and loss function. In this study, 

binary cross-entropy is the loss function used in the 

tpCNN model [38]. As for the activation function at 
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this layer, we use softmax for binary classification 

(no tumor, tumor) [39]. Mathematically, the softmax 

function of the tpCNN model is written as in the 

following equation: 
 

 𝑦𝑘(ℎ̂) =
exp(ℎ̂𝑘)

∑ exp(ℎ̂𝑗)2
𝑗=1

, 𝑘 = 1, 2                         (6) 

 

where 𝑦𝑘 is the softmax output of the 𝑘th class, and ℎ̂ 
is the fully connected layer process output. 

3.4 Voting convolutional neural networks  

The voting method in this study is an ensemble 

method similar to the bagging method [40]. In this 

study, no bootstrapping was performed on the data, 

but instead, resizing the original brain MRI image 

into several input shapes to the tpCNN model. The 

size of the brain MRI image after resizing is 64x64, 

128x128, 256x256, 512x512, and 224x224, with 

each containing three channels (RGB). From each 

MRI image with a different input shape, training is 

carried out with the tpCNN model. The voting 

method is used for final detection based on the 

detection results by the tpCNN model. This study 

proposes a new voting method to improve the 

detection performance of the most commonly used 

voting, namely majority voting. Fig. 3. shows the 

proposed scheme using the tpCNN model and the 

proposed voting method. 

Based on the results of the output layer of the 

tpCNN model, the results of brain tumor detection 

can be determined using the following equation: 
 

𝑦̃𝑟 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑘

(𝑦𝑟𝑘) , …   

𝑦̃𝑟 ∈ {0,1}; 𝑟 = 1, … , 𝑛; 𝑘 = 1, 2   (7) 
 

with 𝑛  is the number of brain MRI image input 

shapes, and 𝑦̃𝑟 is the detection result (0=’no tumor’ 

and 1=’tumor’) in the 𝑟 input shape. Detection results 

on each MRI image with a different input shape on 

tpCNN as an initial detection. The detection results 

are then used as input to the final detection stage 

using the proposed voting method, which is written 

as follows: 
 

    𝑦̂ = 𝑣𝑜𝑡𝑖𝑛𝑔(𝑦̃1, 𝑦̃2, … , 𝑦̃𝑛) , 𝑦̂ ∈ {0,1}          (8) 

 

voting on Eq. (8) is a function for final detection as a 

voting method proposed by following the Algorithm 

1. 

The input algorithm is 𝑦̃1, 𝑦̃2, … , 𝑦̃𝑛  representing 

the results of tumor detection with tpCNN with 

different input shapes. 𝑡   stated that many tpCNN 

 

Algorithm 1: voting 

Input: 𝑦̃1, 𝑦̃2, … , 𝑦̃𝑛 (detection result using tpCNN) 

Output: 𝑦̂ (final detection) 

1 𝑡 ← 0 

2 for 𝑖= 1 to 𝑛 do 

3       𝑡 ← 𝑡 + 𝑦̃𝑖 

4 end 

5 if  𝑡 ≥ 1 then 

6        𝑦̂ ← 1 

7 else  

8        𝑦̂ ← 0 

9 return 𝑦̂ 

 

models with varying input shapes of MRI images 

successfully detected brain tumors in these images. If 

there is a tpCNN model that successfully detects the 

presence of a tumor in the MRI image (𝑡 ≥ 1), then 

the final detection result indicates that there is a 

tumor in the image (𝑦̂ ← 1). On the other hand, if no 

tpCNN model can detect tumors in the MRI image, 

the final detection will be stated as no tumor (𝑦̂ ← 0).  

3.5 Performance evaluation  

In this study, we used some measurement 

indicators to evaluate the results of tumor detection. 

These indicators include accuracy (Acc), precision 

(Pre), sensitivity (Sen), specificity (Spe), and F-score, 

which is determined based on true positive (tp),false 

negative (fn), true negative (tn), and false positive (fp)  

[41]. tp is the number of times an MRI image with no 

tumor is labeled as no tumor based on the detection 

results. fn is the number of times an MRI image with 

no tumor is labeled a tumor. tn is the number of times 

a tumor MRI image is labeled as a tumor. fp is the 

number of times a tumor MRI image is labeled as no 

tumor in the same way. Acc, Pre, Sen, Spe, and F-

score values are defined in Eq. (9-13). 
 

  𝐴𝑐𝑐 = (𝑡𝑝 +  𝑡𝑛)/(𝑡𝑝 + 𝑓𝑛 + 𝑡𝑛 + 𝑓𝑝)       (9) 
 

 𝑃𝑟𝑒 = 𝑡𝑝/(𝑡𝑝 + 𝑓𝑝)                   (10) 
 

  𝑆𝑒𝑛 = 𝑡𝑝/(𝑡𝑝 + 𝑓𝑛)                    (11) 
 

  𝑆𝑝𝑒 = 𝑡𝑛/(𝑡𝑛 + 𝑓𝑝)                     (12) 
 

  𝐹-score = 2 (𝑆𝑒𝑛)(𝑃𝑟𝑒)/(𝑆𝑒𝑛 + 𝑃𝑟𝑒)     (13) 

4. Experiments  

We use a training and testing dataset to evaluate 

the proposed method for detecting brain tumors, as 

shown in Table 2. Meanwhile, the training and testing 

process uses Eq. (1-8). In this study, the success in  
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Figure. 2 Proposed CNN architecture with triple path network for tumor detection (tpCNN) 

 

 
Figure. 3 The proposed scheme: voting of tpCNN with different input shapes of brain MRI images for tumor detection 

 

detecting brain tumors on MRI images is more 

important as an initial step in the early disease 

detection. Therefore, there are more MRI images of 

brain tumors for training and testing than of no 

tumors. Based on these considerations, the evaluation 

of the proposed method is determined by using Eq. 

(9-13). In this study, we used Google Colab to 

implement all processes in each test scenario. 

4.1 Data preparation   

The number of MRI image datasets for brain 

tumors and no tumors for training in Table 2 is 4130 

and 1993, thus, the total is 6123. The total number of 

MRI image datasets for brain tumors and no tumors 

in testing 1 is 289 and 105, so the total is 394. As for 

dataset testing 2, the number of brain tumor MRI 

image datasets and no tumors is 906 and 405, thus, 

the total is 1311. For the training process of the 

proposed tpCNN model, the training dataset with a 

total of 6123 is further divided into training and 

validation data with a composition of 90% and 10%. 

Accordingly, the total dataset for the training model 

is 5510, and the validation is 613, taken 

proportionally according to the number of MRI 

images of tumors and no tumors.  
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Table 3. The number of proposed model parameters  

Model Input shape # Parameter 

(1) tpCNN 64x64x3 61,482 

(2) tpCNN 128x128x3 63,018 

(3) tpCNN 256x256x3 70,698 

(4) tpCNN 512x512x3 104,490 

(5) tpCNN 224x224x3 68,202 

Voting (2,3,4) - 238,206* 

Voting (1,4,5) - 234,174* 

Voting (2,4,5) - 235,710* 

Voting (1,2,3,4) - 299,688* 

Voting (1,2,3,4,5) - 367,890* 

* The total number of tpCNN parameters involved in 

voting with different input shapes 

 

 
Figure. 4 The example of training and validation accuracy 

by tpCNN with a learning rate of 0.001 

4.2 Parameters settings    

Based on the scheme proposed in Fig. 3, the 

training of the tpCNN model is carried out with 

different input shapes of MRI images. The input 

shape of the MRI image includes input shape 1: 64 x 

64 x 3, input shape 2: 128 x 128 x 3, input shape 3: 

256 x 256 x 3, input shape 4: 512 x 512 x 3, and input 

shape 5: 224 x 224 x 3. Different input shapes cause 

the number of parameters of the tpCNN model for 

training as well to be different, as shown in Table 3. 

All the tpCNN model training processes with 

different input shapes use the Adam optimizer 

because they are relatively consistent [42]. In 

comparison, the learning rates for all training with the 

proposed tpCNN model are 0.01, 0.001, 0.0001, and 

0.00001. In this study, the learning rate treatment is 

carried out to determine the consistency of the tpCNN 

model for the resulting performance. At the same 

time, the batch sizes and epochs used are 16 and 100. 

Epoch 100 was chosen because the training results at 

that epoch were relatively stable, as reported in [14].  
After training with the proposed tpCNN model, 

the next stage is final detection using the proposed 

voting method with the steps shown in the voting 

algorithm. In the proposed voting, a tumor is detected 

if at least one tpCNN model with a different input 

shape detects a tumor ( 𝑡 ≥ 1 ). In this study, the 

proposed voting method was also compared with 

voting with 𝑡 ≥ 𝑛/2 conditions. 𝑡 ≥ 𝑛/2 means that 

if at least half of tpCNN models with different input 

shapes detect a tumor, the final detection result is a 

tumor. In this study, there are three voting scenarios, 

namely (1) involving three tpCNN models with 

different input shapes, (2) involving four tpCNN 

models with different input shapes, (3) and involving 

five models with different input shapes. 

5. Results and discussion  

In this section, we report the experimental results 

of our proposed method, namely the training and 

testing of the tpCNN model and the testing of the 

proposed voting method. 

5.1 Experimental results    

In this section, the experimental results reported 

are the performance of the proposed CNN method 

(tpCNN) on different input MRI image shapes and 

voting on the results of tumor detection with tpCNN. 

The proposed methods have been tested in each 

scenario and are shown in Table 4, Table 5, Table 6, 

and Table 7. 

The results of training using the MRI image 

dataset in Table 2 with a predetermined validation 

composition, the proposed tpCNN with different 

input shapes (input shape 1 – input shape 5) is a non-

overfitting model. Fig. 4 is an example of the tpCNN 

training process with an input shape of 128x128x3. 

At the 40th epoch, training and validation accuracy 

began to stabilize at the 100th epoch. The training and 

validation accuracy values for the epoch are almost 

the same, consequently there is no indication of 

overfitting of the tpCNN model with the input shape.   

The test results on the dataset of testing 1, for 

tpCNN with input shape 1, obtained tumor detection 

accuracy of 97.72% at a learning rate of 0.0001. This 

result was better than tpCNN at other learning rates. 

In input shape 2, input shape 3, and input shape 4, the 

proposed tpCNN yielded the best detection accuracy 

at learning rates of 0.00001, 0.01, and 0.01 of 96.70%, 

95.43%, and 96.45%, respectively. In input shape 5, 

tpCNN obtained the best accuracy at a learning rate 

of 0.0001 of 96.45%. Of all the input shapes tested, 

tpCNN on input shape 1 with a learning rate of 

0.0001gave the best results.  

Based on the scheme proposed in this study, 

detection with tpCNN is the initial detection, which  
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Table 4. Accuracy (𝐴𝑐𝑐(%)) of brain tumor detection by voting on all scenarios.  

  Learning rate (Testing 1) Learning rate (Testing 2) 

Model 0.01 0.001 0.0001 0.00001 0.01 0.001 0.0001 0.00001 

tpCNN (1) 64x64x3 95.18 97.21 97.72 97.21 99.31 99.16 99.62 99.39 

(Input  (2) 128x128x3 95.69 95.18 93.65 96.70 99.16 98.86 98.09 99.85 

Shape) (3) 256x256x3 95.43 94.16 93.91 94.92 98.40 99.24 98.32 99.39 

 (4) 512x512x3 96.45 94.92 96.19 94.42 98.47 98.17 99.08 98.09 

 (5) 224x224x3 93.65 95.94 96.45 94.92 98.86 99.54 99.62 99.54 

Voting  (1,2,3) 96.70 94.92 96.19 96.45 99.24 99.62 99.31 99.85 

(𝑡 ≥ 𝑛/2) (1,2,4) 96.95 96.70 96.45 96.95 99.54 99.62 99.62 99.77 

 (1,3,4) 96.45 95.69 96.70 96.70 99.08 99.46 99.69 99.62 

 (2,3,4) 96.19 94.42 95.43 96.19 99.08 99.31 99.24 99.69 

 (1,2,5) 95.94 96.70 96.19 96.45 99.62 99.69 99.77 99.85 

 (1,3,5) 95.94 95.43 96.45 95.94 99.39 99.77 99.62 99.62 

 (1,4,5) 95.94 95.94 96.70 96.70 99.47 99.62 99.77 99.54 

 (2,3,5) 95.69 95.94 95.43 95.94 99.16 99.54 99.31 99.62 

 (2,4,5) 95.94 95.69 96.45 96.19 99.24 99.54 99.77 99.62 

 (3,4,5) 96.45 95.94 96.45 95.94 98.86 99.46 99.54 99.54 

 (1,2,3,4) 97.21 97.46 96.95 97.72 99.54 99.85 99.77 99.92 

 (1,2,3,4,5) 96.45 95.43 95.94 96.19 99.54 99.77 99.77 99.69 

Voting  (1,2,3) 98.22 98.22 98.48 98.73 99.77 99.77 99.77 99.85 

(𝑡 ≥ 1) (1,2,4) 98.98 98.98 98.73 98.98 99.69 99.77 99.77 99.85 

 (1,3,4) 98.98 98.98 98.73 98.48 99.77 99.77 99.69 99.85 

 (2,3,4) 97.97 98.22 97.97 98.48 99.62 99.85 99.85 99.92 

 (1,2,5) 98.48 98.73 98.73 98.98 99.69 99.85 99.77 99.85 

 (1,3,5) 98.48 98.98 98.73 98.48 99.77 99.85 99.77 99.85 

 (1,4,5) 98.98 99.24 98.48 98.48 99.69 99.85 99.77 99.85 

 (2,3,5) 97.72 97.97 97.72 97.21 99.77 99.85 99.85 99.85 

 (2,4,5) 98.22 98.73 97.21 98.48 99.77 99.92 99.85 99.92 

 (3,4,5) 97.46 97.46 97.46 97.72 99.77 99.92 99.85 99.77 

 (1,2,3,4) 98.98 98.98 98.98 98.98 99.77 99.77 99.77 99.85 

 (1,2,3,4,5) 98.98 99.24 98.98 98.98 99.77 99.85 99.77 99.85 

 

becomes input to the final detection process using 

voting. In the voting scenario involving three tpCNN 

models, voting with the condition 𝑡 ≥ 𝑛/2 (majority 

voting) resulted in the highest detection accuracy of 

96.95% involved models (1,2,4) at learning rates of 

0.01 and 0.00001. While the lowest accuracy of 

94.42% at a learning rate of 0.001 was obtained from 

the voting model (2,3,4). The highest accuracy for 

voting with the 𝑡 ≥ 1  condition proposed in this 

study 99.24%, with voting-involved models (1,4,5) at 

a learning rate of 0.001. While the lowest accuracy of 

97.21% was obtained from voting models (2,4,5) and 

(2,3,5) at learning rates of 0.0001 and 0.00001, 

respectively. 

In a voting scenario involving four tpCNN 

models (1,2,3,4), voting with the condition 𝑡 ≥ 𝑛/2 

obtained the highest detection accuracy of 97.72% at 

a learning rate of 0.00001. As for the 𝑡 ≥ 1voting 

proposed, the best tumor detection accuracy was 

98.98% at learning rates of 0.01, 0.0001, and 0.00001. 

For a voting scenario involving five tpCNN models, 

voting with the condition 𝑡 ≥ 𝑛/2 (majority voting) 

yielded the highest detection accuracy of 96.45% at a 

learning rate of 0.01. Whereas voting with the 𝑡 ≥ 1 

proposed obtained the best accuracy at 99.24% at a 

learning rate of 0.001. 

From the test results on the dataset of testing 1, 

voting with 𝑡 ≥ 𝑛/2 involving three models, four 

models, or five tpCNN models have not shown a 

significant increase in accuracy. It is demonstrated by 

voting with these conditions only obtaining the best 

detection accuracy equal to the best received by the 

tpCNN model. In contrast, the proposed 𝑡 ≥ 1 voting 

method can increase detection accuracy by 1.52% 

(99.24%-97.72%). 

Judging from the detection sensitivity value at a 

learning rate of 0.001, the proposed 𝑡 ≥ 1  voting 

does not provide an increase in the sensitivity value 

and even tends to be constant, but there is a 

significant increase in the precision, the specificity, 

and the 𝐹-score in each voting scenario, especially 

those involving five tpCNN models. The precision, 

specificity, and 𝐹-score values yielded by the 

proposed voting were 98.11%, 99.31%, and 98.58%, 

respectively, as shown in Table 5. Based on the 

minimum-maximum dispersion values obtained at 

each learning rate, voting with 𝑡 ≥ 1 in each scenario 

shows a significant increase in accuracy, precision,  
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Table 5. Sensitivity, precision, specificity, and 𝐹-score of brain tumor detection by voting with a learning rate 0.001 

  Performance (%) (Testing 1) Performance (%) (Testing 2) 

Model 𝑆𝑒𝑛 𝑃𝑟𝑒 𝑆𝑝𝑒 𝐹-score 𝑆𝑒𝑛 𝑃𝑟𝑒 𝑆𝑝𝑒 𝐹-score 

tpCNN (1) 64x64x3 99.05 91.23 96.54 94.98 99.51 97.82 99.01 98.65 

(Input (2) 128x128x3 99.05 85.25 93.77 91.63 99.75 96.65 98.45 98.18 

Shape) (3) 256x256x3 99.05 82.54 92.39 90.04 99.75 97.82 99.01 98.78 

 (4) 512x512x3 99.05 84.55 93.43 91.23 99.75 94.61 97.46 97.12 

 (5) 224x224x3 99.05 87.39 94.81 92.86 99.75 98.77 99.45 99.26 

Voting  (1,2,3) 99.05 84.55 93.43 91.23 99.75 99.01 99.56 99.38 

(𝑡 ≥ 𝑛/2) (1,2,4) 99.05 89.66 95.85 94.12 99.75 99.01 99.56 99.38 

 (1,3,4) 99.05 86.67 94.46 92.44 99.75 98.53 99.34 99.13 

 (2,3,4) 99.05 83.20 92.73 90.43 99.75 98.04 99.12 98.89 

 (1,2,5) 99.05 89.66 95.85 94.12 99.75 99.26 99.67 99.50 

 (1,3,5) 99.05 85.95 94.12 92.04 99.75 99.50 99.78 99.63 

 (1,4,5) 99.05 89.66 94.42 94.12 99.75 99.01 99.56 99.38 

 (2,3,5) 99.05 87.39 94.81 92.86 99.75 98.77 99.45 99.26 

 (2,4,5) 99.05 86.67 94.46 92.44 99.75 98.77 99.45 99.26 

 (3,4,5) 99.05 87.39 94.81 92.86 99.75 98.53 99.34 99.13 

 (1,2,3,4) 99.05 92.04 96.89 95.41 99.75 99.75 99.89 99.75 

 (1,2,3,4,5) 99.05 85.95 94.12 92.04 99.75 99.50 99.78 99.63 

Voting  (1,2,3) 99.05 94.55 97.92 96.74 99.51 99.75 99.89 99.63 

(𝑡 ≥ 1) (1,2,4) 99.05 97.20 98.96 98.11 99.51 99.75 99.89 99.63 

 (1,3,4) 99.05 97.20 98.96 98.11 99.51 99.75 99.89 99.63 

 (2,3,4) 99.05 94.55 97.92 96.74 99.75 99.75 99.89 99.75 

 (1,2,5) 99.05 96.30 98.62 97.65 99.51 100 100 99.75 

 (1,3,5) 99.05 97.20 98.96 98.11 99.51 100 100 99.75 

 (1,4,5) 99.05 98.11 99.31 98.58 99.51 100 100 99.75 

 (2,3,5) 99.05 93.69 97.58 96.30 99.75 99.75 99.89 99.75 

 (2,4,5) 99.05 96.30 98.62 97.65 99.75 100 100 99.88 

 (3,4,5) 99.05 92.04 96.89 95.41 99.75 100 100 99.88 

 (1,2,3,4) 99.05 97.20 98.96 98.11 99.51 99.75 99.89 99.63 

 (1,2,3,4,5) 99.05 98.11 99.31 98.58 99.51 100 100 99.75 

 

Table 6. Spread of brain tumor detection performance on testing 1 

Performance 

(min – max) 
Model 

Learning rate 

0.01 0.001 0.0001 0.00001 

𝐴𝑐𝑐 (%)  tpCNN 93.65 - 96.45 94.16 - 97.21 93.65 - 97.72 94.42 - 97.21 

 Voting (𝑡 ≥ 𝑛/2) 95.69 - 97.21 94.42 - 97.46 95.43 - 96.95 95.94 - 97.72 

 Voting (𝑡 ≥ 1) 97.46 - 98.98 97.46 - 99.24 97.21 - 98.98 97.21 - 98.98 

𝑆𝑒𝑛 (%)  tpCNN 98.10 - 99.05 99.05 - 99.05 93.65 - 97.72 98.10 - 99.05 

 Voting (𝑡 ≥ 𝑛/2) 99.05 - 99.05 99.05 - 99.05 95.43 - 96.95 99.05 - 99.05 

 Voting (𝑡 ≥ 1) 98.10 - 99.05 99.05 - 99.05 97.21 - 98.98 98.10 - 99.05 

𝑃𝑟𝑒 (%)  tpCNN 81.25 - 88.89 82.54 - 91.23 81.25 - 92.86 83.20 - 91.96 

 Voting (𝑡 ≥ 𝑛/2) 86.67 - 91.23 83.20 - 92.04 85.95 - 90.43 87.39 - 92.86 

 Voting (𝑡 ≥ 1) 92.04 - 98.10 92.04 - 98.11 91.23 - 97.20 91.23 - 98.10 

𝑆𝑝𝑒 (%)  tpCNN 91.70 - 95.50 92.39 - 96.54 91.70 - 97.23 92.73 - 96.89 

 Voting (𝑡 ≥ 𝑛/2) 94.46 - 96.54 92.73 - 96.89 94.12 - 96.19 94.81 - 97.23 

 Voting (𝑡 ≥ 1) 96.89 - 99.31 96.89 - 99.31 96.54 - 98.96 96.54 - 99.31 

𝐹-score (%)  tpCNN 89.27 - 93.69 90.04 - 94.98 89.27 - 95.85 90.43 - 94.93 

 Voting (𝑡 ≥ 𝑛/2) 92.44 - 94.98 90.43 - 95.41 92.04 - 94.55 92.86 - 95.85 

 Voting (𝑡 ≥ 1) 95.41 - 98.10 95.41 - 98.58 94.98 - 98.11 94.98 - 98.10 

 

specificity, and 𝐹-score . However, there is no 

increase in the sensitivity value, as shown in Table 6. 

The test results on the dataset of testing 2, tpCNN 

with input shape 1 and a learning rate 0.0001 yielded 

the best detection accuracy of 99.62%. In input shape 

2 and input shape 3, tpCNN obtained the best 

detection accuracy at a learning rate of 0.00001, 

namely 99.85% and 99.39%, respectively. In input 

shape 4 and input shape 5, tpCNN obtained the 

highest accuracy of 99.08% and 99.62%, respectively, 

at a learning rate of 0.0001. From all these results,  
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Table 7. Spread of brain tumor detection performance on testing 2 

Performance 

(min – max) 
Model 

Learning rate 

0.01  0.001 0.0001 0.00001 

𝐴𝑐𝑐 (%)  tpCNN 98.40 - 99.31 98.17 - 99.54 98.09 - 99.62 98.09 - 99.85 

 Voting (𝑡 ≥ 𝑛/2) 98.86 - 99.62 99.31 - 99.85 99.24 - 99.77 99.54 - 99.92 

 Voting (𝑡 ≥ 1) 99.62 - 99.77 99.77 - 99.92 99.69 - 99.85 99.77 - 99.92 

𝑆𝑒𝑛 (%)  tpCNN 99.51 - 99.75 99.51 - 99.75 99.26 - 99.75 99.51 - 99.75 

 Voting (𝑡 ≥ 𝑛/2) 99.75 - 99.75 99.75 - 99.75 99.75 - 99.75 99.75 - 99.75 

 Voting (𝑡 ≥ 1) 99.51 - 99.75 99.51 - 99.75 99.26 - 99.75 99.51 - 99.75 

𝑃𝑟𝑒 (%)  tpCNN 95.28 - 98.29 94.61 - 98.77 94.39 - 99.50 94.39 - 99.75 

 Voting (𝑡 ≥ 𝑛/2) 96.65 - 99.02 98.04 - 99.75 97.82 - 99.51 98.78 - 100 

 Voting (𝑡 ≥ 1) 99.02 - 99.75 99.75 - 100 99.75 - 100 99.51 - 100 

𝑆𝑝𝑒 (%)  tpCNN 97.79 - 99.23 97.46 - 99.45 97.35 - 99.78 97.35 - 99.89 

 Voting (𝑡 ≥ 𝑛/2) 98.45 - 99.56 99.12 - 99.89 99.01 - 99.78 99.45 - 100 

 Voting (𝑡 ≥ 1) 99.56 - 99.89 99.89 - 100 99.89 - 100 99.78 - 100 

𝐹-score (%)  tpCNN 97.47 - 98.90 97.12 - 99.26 97.00 - 99.38 97.00 - 99.75 

 Voting (𝑡 ≥ 𝑛/2) 98.18 - 99.38 98.89 - 99.75 98.78 - 99.63 99.26 - 99.88 

 Voting (𝑡 ≥ 1) 99.38 - 99.63 99.63 - 99.88 99.50 - 99.75 99.63 - 99.88 

 

tpCNN on the input shape 2 gives better detection 

results than the other input shapes. 

In the voting scenario involving three tpCNN 

models, voting with 𝑡 ≥ 𝑛/2  (majority voting) 

resulted in the highest detection accuracy of 99.85% 

applied models (1,2,3) and (1,2,5) at a learning rate 

of 0.00001. The lowest accuracy in this scenario was 

98.89% at a learning rate of 0.01. Whereas voting 

with 𝑡 ≥ 1 obtained the highest accuracy of 99.92% 

involved models (2,3,4), (2,4,5), and (3,4,5) at 

learning rates of 0.001 and 0.00001. At the same time, 

the lowest accuracy in this voting scenario was 

99.62%, which involved model (2,3,4) at a learning 

rate of 0.01.  

In voting involving four models (1,2,3,4), voting 

with the condition 𝑡 ≥ 𝑛/2 produced the best 

detection accuracy of 99.92% at a learning rate of 

0.00001. While voting with the condition 𝑡 ≥ 1 

obtained the highest tumor detection accuracy of 

99.85% at a learning rate of 0.00001. For a voting 

scenario involving five models, voting with the 

condition 𝑡 ≥ 𝑛/2 achieved the best detection 

accuracy of 99.77% at learning rates of 0.001 and 

0.0001. Meanwhile, voting 𝑡 ≥ 1  obtained the 

highest accuracy of 99.85% at learning rates of 0.001 

and 0.00001.  

Based on the results of testing 2, voting with 𝑡 ≥
𝑛/2 conditions involving scenarios of three models, 

four models, or five tpCNN models shows an 

increase in accuracy in detection. However, the 𝑡 ≥
1  voting proposed produces a generally better 

increase in detection accuracy with a minimum value 

of 99.62%, even though the maximum value for 

detection accuracy is the same, as shown in Table 4. 

Although the value of detection sensitivity at the 

learning rate 0.001 for voting 𝑡 ≥ 1  has not yet 

increased, in general, there is an increase in the value 

of precision, specificity, and 𝐹-score  in each 

scenario. This scenario's precision and specificity 

values can reach 100%, as shown in Table 5. Judging 

from the performance dispersion value in detection at 

each learning rate, voting with the condition 𝑡 ≥ 1 in 

each scenario also shows a significant increase in 

accuracy, precision, specificity, and 𝐹-score  . 

However, there is not yet an increase in sensitivity, as 

shown in Table 7. 

5.2 Discussion    

In this section, we investigate the performance of 

the proposed CNN model (tpCNN) with different 

input MRI image shapes as initial detection and the 

proposed voting method as final detection.   

The tpCNN model, which involves three network 

paths, provides quite a variety of tumor detection 

results as an initial detection. In input shape 1 

(64x64x3), the tpCNN model, tested at different 

learning rates, gave 95.18%-97.72% results. While 

on input shape 2, input shape 3, input shape 4, and 

input shape 5 obtained results of 93.65%-96.70%, 

93.91%-95.45%, 94.42%-96.45%, and 93.65%-

96.45%, respectively. The range of results shows 

intersections of results from each input shape but 

provides different minimum and maximum accuracy 

results. In input shape 1, the tpCNN model offers a 

better range of detection results than the others. 

Viewed based on the learning rate, tpCNN provides 

similar accuracy, as shown in Table 6 and Table 7. 

These results show that the influence of the input 

shape on tpCNN is more significant than the learning 

rate. When viewed from the number of parameters of 

the tpCNN model in the different input shapes,  
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Table 8. Comparison of the proposed method with the existing methods 

No. Authors Methods 
𝑨𝒄𝒄 (%) 

Testing 1 Testing 2 

1 K. Simonyan, et al. [43] VGG16 94.67 99.47 

2 K. Simonyan, et al. [43] VGG19 96.19 99.54 

3 K. He, et al. [44] ResNet50 86.55 96.41 

4 M. Sandler, et al.[45] MobileNetV2 95.94 99.77 

5 C. Szegedy, et al.[46] InceptionV3 97.46 99.08 

6 F. Chollet [47] Xception 93.15 99.77 

7 Proposed method New Voting of tpCNN 99.24 99.92 

 

tpCNN with input shape 4 (512x512x3) has more 

parameters than the others. However, the number of 

these parameters does not guarantee that the resulting 

tumor detection performance is comparable. 

The test results with some different input shapes 

and learning rates in testing 1, the proposed tpCNN 

to get the highest accuracy in detecting brain tumors 

was 97.72%. These results identified tpCNN as 

having good performance because, in this study, we 

did not add a special pre-process that could improve 

tumor detection performance. To improve this 

performance, we added a voting process by 

considering several tpCNN decision results on some 

input shapes of MRI images. If the tpCNN with an 

input shape is a radiologist, the results of a diagnosis 

decision by considering several radiologists can 

strengthen its performance in detecting brain tumors. 

Voting with the condition 𝑡 ≥ 𝑛/2 is, in principle, a 

majority voting where the trial results in testing 1 

give relatively small improvement results. tpCNN 

produced the best detection accuracy at a learning 

rate of 0.0001 of 93.65% - 97.72%, while voting with 

𝑡 ≥ 𝑛/2 produced an accuracy of 95.94% - 97.72% 

at a learning rate of 0.00001. The maximum accuracy 

yielded by tpCNN is the same as voting 𝑡 ≥ 𝑛/2. 

However, voting 𝑡 ≥ 𝑛/2 can increase the minimum 

accuracy. Meanwhile, the proposed 𝑡 ≥ 1  voting 

method obtained an accuracy of 97.46% - 99.24% 

and is better than all. The 𝑡 ≥ 1 condition for voting 

is strict because if only one tpCNN with an input 

shape detects a brain tumor in the MRI image, the 

final detection indicates a tumor. This study's results 

are essential in early detection efforts before further 

examination. With this provision, voting with 𝑡 ≥ 1 

can significantly increase the precision, the 

specificity, and the 𝐹-score  and maintain high 

sensitivity. 

The test results on the dataset of testing 2 (Table 

7), tpCNN with different input shapes generally 

produce quite good detection performance based on 

the resulting performance dispersion. Voting with 

𝑡 ≥ 𝑛/2 generally has improved performance better 

than tpCNN. However, voting with 𝑡 ≥ 1 gives the 

best result, even though voting 𝑡 ≥ 𝑛/2 is better in 

sensitivity. These results indicate that voting with 

𝑡 ≥ 1can indirectly retrieve brain tumor features via 

tpCNN with specific input shapes, even though, at the 

same time, tpCNN with other input shapes cannot 

retrieve these features. 

To determine the performance of the proposed 

method, we also compared it with the accuracy 

yielded by other well-known CNN models such as 

VGG16 [43], VGG19 [43], ResNet50 [44],  

MobileNetV2 [45],  InceptionV3 [46],  and Xception 

[47]. The model is pre-trained with the standard 

ImageNet dataset [48] to obtain initial weights. This 

process often solves classification problems 

involving small training image datasets. The model 

has two main structural parts, namely, the 

convolutional part and the classifier part. The 

convolutional section contains several convolution 

processes to extract the input image features, while 

the classifier section will classify these features into 

one of the target classes. Almost all of these models 

have a large number of parameters, thus they require 

more intensive computing.  

The "MRI image-based brain tumor detection" 

case in this study has two classes, therefore, we apply 

the transfer learning technique by adding an output 

layer with two classes to all the models being 

compared. In the training process for all models, they 

are tested using the "Adam" optimizer with the 

"binary cross entropy" loss function. Meanwhile, the 

learning rate, the batch size, and the number of 

epochs used in the training process are 0.001, 16, and 

100, respectively. Table 8 shows the results of tumor 

detection accuracy for all compared models. 

Test results on dataset of testing 1, VGG16, 

VGG19, ResNet50, MobileNetV2, InceptionV3, and 

Xception yielded detection accuracy of 94.67%, 

96.19%,86.55%, 95.94%, 97.46%, and 93.15%, 

respectively. These results show that InceptionV3 has 

better performance than other models. However, the 

proposed method, namely new voting of tpCNN, 
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provided better results than InceptionV3 and others, 

with a tumor detection accuracy of 99.24%. 

Meanwhile, for testing on the dataset of testing 2, the 

proposed method also provided better results than the 

others, with a detection accuracy of 99.92%. The 

VGG 16, VGG19, InceptionV3, Xception, and 

MobileNetV2 are designed to handle small images, 

consequently, these models used filters on the first 

convolutional layer with a size of 3 × 3 to be able to 

find small patterns. At the same time, Resnet50 used 

a filter on the first convolutional layer with a size of 

7 × 7 to find larger patterns, although the next 

convolution process used a filter size of 3 × 3. Brain 

tumor patterns vary widely, including relatively very 

small, medium, and large, thus using filter sizes 

representing these three sizes in convolution 

operations would be a better option. We used these 

three filter sizes in our proposed model. We 

approached the three filter sizes in the convolution 

process with sizes 3 × 3, 5 × 5, and 7 × 7, which work 

in parallel. However, the success of retrieving brain 

tumor features also depends greatly on the size of the 

input MRI image, therefore, our proposed model is 

implemented on a scheme involving several different 

input image shapes. Next, important features of the 

tumor can be extracted using the proposed voting 

method.  

6. Conclusion  

We have proposed CNN voting for brain tumor 

detection based on brain MRI images. The method is 

designed by forming several different input shapes. 

Tumor detection is carried out through two stages of 

detection. The first stage is the detection of tumors 

with varying input shapes using the proposed CNN 

model, and the second is the detection of the final 

using the proposed voting method. CNN in the 

proposed method has three network paths, each 

involving a convolution process with a different 

kernel size. The proposed voting method has strict 

provisions; if only one proposed CNN model detects 

a brain tumor in the MRI image, the final detection 

results will indicate a tumor. Testing with MRI image 

datasets, the proposed method yielded the best 

accuracy, sensitivity, precision, specificity, and 

𝐹-score , respectively 99.24%, 99.05%, 98.11%, 

99.31%, and 98.58% for small size and 99.92%, 

99.75%, 100%, 100% and 99.88% for large size. 

With these results, the proposed method in this study 

has a high potential to assist radiologists in detecting 

tumors. 

For clinical purposes, there are remaining 

opportunities to improve the performance of the 

proposed method in detecting brain tumors by 

involving all MRI sequences and planes. 
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