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Abstract: In crowded environments, the importance of automatic video surveillance cannot be overstated. It plays a 

vital role in detecting unusual incidents and averting accidents, particularly in areas teeming with pedestrians. 

Surveillance frameworks demonstrate their inherent strength when deployed in real-world scenarios. In this paper, an 

efficient algorithm that can identify abnormalities in videos has been proposed as a solution to the problems of high 

computing power and variation between negative and positive samples. To address the issue of fewer negative samples, 

the algorithm employs the spatiotemporal inter-fused autoencoder in a method of unsupervised learning to locate and 

extract the samples of negative from the dataset. A spatial-temporal convolutional neural network (CNN) is built using 

this methodology, and it has a basic structure and requires minimal computing power. To develop the model of 

detection, the spatiotemporal CNN is trained using the method of supervised training with negative and positive data. 

The UMN and UCSD datasets are used as benchmark datasets for this method. The outcomes of the experiment 

demonstrate that the proposed method is more accurate than the existing algorithms at both frame and pixel levels and 

it can locate anomalous behaviors in real-time. The proposed method achieves better accuracy of 99.76%, 99.92%, 

99.15%, 98.45%, and 94.67% in UCSD ped1, UCSD ped2, and UMN scene 1, 2, 3 datasets compared to the hybrid 

CNN and RF classifiers, MCMS-BCN attention+densenet121/Efficientnetv2, gradient motion descriptor (PGD) and 

enhanced entropy classifier, and attention mechanism. Additionally, the proposed method achieves better AUC of 

99.96%, 99.83%, 99.97%, 90.15%, and 99.72% in the datasets of UCSD ped1, UCSD ped2, and UMN scenes 1, 2, 3 

compared to the low-rank and compact coefficient dictionary learning (LRCCDL), and hybrid CNN and RF 

classifiers. 

Keywords: Abnormal behavior detection, Crowded scenes, Real-time, Spatiotemporal convolutional neural network, 

Surveillance videos. 

 

 

1. Introduction 

Video surveillance is a major concern in the 

design, long-term viability of urban areas and modern 

industrial, and operation. The effectiveness, security, 

and safety of the area, infrastructure, people, 

activities, and operations are all improved through 

video monitoring. The deployment of closed-circuit 

television (CCTV) camera systems has increased 

exponentially as a result of horizontal and vertical 

asset expansion and area utilization in both urban and 

industrial areas. However, for human observers 

would be ridiculous and impossible to precisely 

examine and evaluate every video stream [1]. Many 

computers vision-based initiatives have recently been 

proposed for tracking, detection, and identification of 

certain objects in videos of surveillance such as 

humans, animals, and cars to examine behavior. 

Contrarily, the analysis of crowd behavior is a new 

research field in computer vision with significant 

applications, including the automatic identification of 

panic and avoidance behaviors, natural disasters, 

violent occurrences, and chaotic, or riots crowd 
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behavior [2]. Sharp surveillance structures’ 

performance has changed abnormally is one of the 

most common and long-lasting errors in identifying 

PC vision and identifying changes in an image, 

various fundamental methods for using intelligent 

surveillance frameworks have been presented [3]. 

Two categories of typical diverging motion patterns 

were introduced: circular and straight motions and 

crowd divergence occurs when a crowd departs from 

a circular or straight walking path [4]. The primary 

focus of intrusion research detection is anomaly 

detection, which establishes the systems or users’ 

normal behavior patterns and detects intrusions by 

comparing and matching those patterns with those of 

the monitoring system or the actual user [5]. The two 

fundamental problems that dominate the field of 

video anomaly detection: initially, positive and 

negative samples are uneven since normal events 

outperform abnormal ones by a significant margin. 

Secondly, video clips cannot list every type of 

abnormal event, whereas existing detection of 

anomaly databases only focus on a few key scenarios 

[6].  

Anomaly detection and localization aim to 

identify abnormal activities in crowded surveillance 

videos, challenging conventional object-based 

methods due to high-density people and uncertain 

motions [7]. Traditional methods for detecting 

anomalous behavior include dynamic Bayesian 

networks (DBNs), cluster models, PTMs, and sparse 

methods. Hidden Markov models are the most 

commonly employed using probability to measure a 

behavior’s match to a test sequence [8]. To provide 

security and safety as well as real-time supply and 

management of demand for public transportation, 

crowd behavior analysis can be a useful technique in 

the deployment of intelligent transportation systems 

[9]. The constraints established on humans can be 

overcome by the systems of automated computer 

vision-based surveillance [10]. Additionally, a large 

number of people travel daily through train stations, 

bus stations, metro stations, and airports. Controlling 

crowds and managing public meetings safely is 

crucial in these high-density crowd circumstances 

[11]. The common method employed all over the 

world is having a control room with various screens 

showing CCTV cameras live streams for crowd 

anomalies detection. These activities are supervised 

and recorded by human beings 24/7 [12]. The 

properties of both public and private assets can be 

protected and saved with the use of anomaly 

detection. Security-related uses for surveillance 

cameras involve identifying abnormal behavior or 

abnormalities in both public and private spaces [13]. 

To identify abnormal crowd detection, following are 

the primary contributions are summarized below: 

 

• A deep learning method that identifies 

spatiotemporal patterns of typical activity 

from a stream of surveillance videos for 

abnormal detection and localization. 

• The fuzziness accumulation of active learning 

results in the process of continuous learning 

for dynamic adaptation to changing behaviors 

of unknown/new normalities in the stream of 

surveillance video. 

• The spatiotemporal CNN is trained using the 

method of supervised training with negative 

and positive data to create the model of 

detection. The dataset of UCSD pedestrians 

(Ped1 and Ped2) and the UMN are utilized as 

benchmark video surveillance datasets.  

 

The rest of this research is organized as follows. 

Section 2 discusses the literature survey. Section 3 

describes the proposed methodology. Section 4 

describes the results. Section 5 discusses the 

conclusion.  

2. Literature survey 

Li [14] implemented a new algorithm for 

abnormal behavior identification in a crowded 

environment based on a new low-rank and compact 

coefficient dictionary learning (LRCCDL). A feature 

space was created based on the binarization of the 

background and reduction of surveillance videos by 

using the histogram of the maximal optical flow 

projection (HMOFP) foreground feature from a 

typical training set of frames. The optimization of 

joint achieves two outcomes: a learned low-rank 

dictionary and a vector of compact coefficient 

reconstruction training data that are centered around 

a mean value. However, the LRCCDL method’s 

results were not superior because the amount of 

training data required by the LRCCDL method was 

significantly less than those of other methods, 

particularly for the datasets of UCSD and CUHK 

Avenue. 

Fan [15] presented an efficient algorithm that 

identifies anomalies in videos and the model employs 

the spatiotemporal autoencoder to locate and remove 

the samples of negative that include behaviors of 

abnormal in the dataset using a method of 

unsupervised learning to address the issue of less 

negative samples. The spatiotemporal CNN was 

trained using the supervised training technique with 

negative and positive data to create the detection 

model. The spatiotemporal CNN-based model has a 

simple structure and achieves minimal computational 
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resources. However, the presented method needs a 

deep learning method as a mainstream to improve 

abnormal behavior detection. 

Tarik Alafif [16] implemented a HAJJv2, a large-

scale crowd abnormal behavior Hajj dataset that has 

been labeled and annotated. Second, two techniques 

of convolutional neural network (CNN) and random 

forest (RF) were introduced for detecting and 

recognizing spatiotemporal abnormal behaviors in 

small and large-scale crowd videos. On two 

benchmark small-scale crowd datasets generally 

available to the public, UMN and UCSD, the 

implemented method achieves an average area under 

the curves (AUCs). However, the HAJJV2 dataset 

struggles with large-scale crowds due to distant 

camera view, along with partial, heavy, and full 

occlusions. 

E. M. C. L. Ekanayake [17] presented a novel 

MCMS-BCNN attention network with a 

densenet121/ Efficientv2 architecture for identifying 

a variety of basic movements in public areas, 

particularly rapid motion changes, human flock 

movement, and panic occurrences in a variety of 

indoor and outdoor environments. With pre-

processed morphological video frames, the 

significant spatial characteristics were retrieved from 

a bilinear and a multicolumn multistage CNN. In 

every scenario, the presented method achieves better 

performance consistency. However, to obtain 

superior video activity detection, the dense activity 

detection model needs to be improved with an 

autoencoder-based technique. 

Patel [18] presented a multi-object tracking 

algorithm to generate reliable object tracks for 

examining crowd behavior in public places by 

reducing the occlusion of short-term objects, identity 

switches, and detection errors. The detection of the 

bounding box and velocity estimation of a linear 

object utilizing the Kalman filter were used to track 

the object’s frame by frame and the missing 

detections and temporary object occlusion were 

handled by maintaining the predicted tracks in 

existence. The method was demonstrated in traffic 

environments and movement scenarios of pedestrians 

and achieves excellent accuracy for event detection. 

However, specific situations need enhanced 

separation criteria that require an evaluation of actual 

physical distance. 

Faisal Abdullah & Ahmad Jalal [19] introduced a 

robust semantic segmentation method for tracking, 

estimating, and anomaly detection in pedestrian 

crowds. The weighted average technique, human 

motion analysis, and the attraction force model were 

combined to count and track a pedestrian while 

excluding non-human and non-pedestrian objects 

from the image. Over UMN and MED datasets, the 

introduced method detects anomalies accurately. 

However, the tracking system accuracy decreases 

slightly in dense crowds, due to full occlusions 

occurring during test videos. 

Varghese [20] implemented a fuzzy deep learning 

method to identify nine distinct behaviors that 

represent nearly every kind of crowd behavior by 

examining the psychological and cognitive factors 

that influence the behavior of humans. The method 

combines two methods of cognitive deep learning 

with a psychological fuzzy computational framework 

that uses the five-factor personality model of 

OCEAN, OCC emotion theory, and visual attention 

to identify the behaviors of the crowd. The method 

accurately predicts crowd behavior for all crowd 

types and was independent of local feature 

descriptors and patterns of mobility. However, the 

suggested method requires data from numerous 

modalities to identify groups inside the crowds and 

detect suspicious activities in a crowd. 

Faisal Abdullah [21] presented a particle gradient 

motion descriptor (PGD) and enhanced entropy 

classifier for a multi-person tracking system and 

human crowd behavior detection. Noise removal, 

contract correction, and edge detection were executed 

as pre-processing stages on the collected video 

frames before the detection of human/non-human 

was carried out utilizing multi-level thresholding and 

the operations of morphology. The presented method 

performs effectively in the detection of human crowd 

behavior. However, the tracking system performance 

marginally decreases with increasing scene numbers 

due to full occlusions in test videos. 

Qianqian Zhang [22] introduced an attention 

mechanism based on a dynamic prototype unit (DPU) 

to improve the feature representation ability of the 

video anomaly detection model. To decrease the 

number of parameters and improves the model’s 

accuracy, the depth separable convolution technique 

is developed. The attention mechanism captures all 

the spatial information in the video sequences which 

enables them to obtain better video frame features 

and higher accuracy. However, the attention 

mechanism eliminates too many distinguishing 

factors at each phase to distinguish anomalous 

detection. 

There are some limitations with the existing 

methods that are mentioned above such as the 

attention mechanism eliminates too many 

distinguishing factors at each phase to distinguish 

anomalous detection. To obtain superior video 

activity detection, the dense activity detection model 

needs to be improved with an autoencoder-based 

technique. To overcome these issues, a  
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Figure. 1 Block diagram of the proposed method 

 

spatiotemporal inter-fused autoencoder is proposed 

for abnormal crowd behavior detection. 

3. Proposed methodology 

The abnormal crowd behavior detection in 

surveillance videos was executed by utilizing the 

representational strength of deep learning. The video 

block with normal behaviors provides the training 

data for the spatiotemporal autoencoder. The network 

is used to define and retrieve the abnormal video 

blocks after training. The abnormal and normal video 

blocks are employed to train the spatiotemporal CNN 

to create the model of detection. The overview of 

Abnormal crowd behavior detection in surveillance 

videos block diagram is shown in Fig. 1. 

3.1 Datasets 

3.1.1. UCSD dataset 

The UCSD dataset is used to test the algorithm’s 

performance using the detection of anomalies at the 

local scale, and it involves object localization tests. In 

Table 1. the UCSD dataset is split into two parts: 

ped1 and ped2. There are 34 videos in ped1 with no 

behavior of abnormal and 36 videos with any 

behavior of abnormal. Each video has 200 frames of 

the same size 238 x 158 and ten videos with real-

world information are also included. In ped2 there are 

12 videos of abnormal behavior and 16 videos  
 

Table 1. UCSD dataset 

Dataset Normal 

behavior 

Abnormal 

behavior 

Frames Pixel 

size 

UCSD 

ped1 

34 

videos 

36 videos 200 238 x 

158 

UCSD 

ped2 

16 

videos 

12 videos 250 360 x 

240 

 

 

without them and there are varying numbers of 

frames in each video. The pixel size is 360 x 240 and 

additionally, it includes 12 videos with real-world 

information. Both ped1 and ped2 involve abnormal 

behaviors like bicycles, cars, carts, skateboarders, 

people walking in the grass, and wheelchairs. Only a 

portion of the videos in ped1 is employed for training 

and in ped2 the model of detection will be applicable.  

4. UMN Dataset 

The crowd dataset of UMN includes both 

abnormal and normal behavior that has been 

observed at outdoor and indoor scenes. Each video 

begins with a period of ordinary crowd behavior and 

finishes with abnormal crowd behavior. In Table 2. 

three distinct scenarios make up the UMN dataset and 

consist of 1453, 4144, and 2142 frames. The pixels 

are 320 x 240 and the crowd dispersion is regarded as 

abnormal behavior in the dataset. The dataset’s 

experimental outcomes are only analyzed at the level 

of the frame because the dataset lacks ground facts at  
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Table 2. UMN dataset 

Dataset Frames Pixel Size 

UMN scene1 1453 320 x 240 

UMN scene 2 4144 320 x 240 

UMN scene 3 2142 320 x 240 

 

 

the level of the pixel. 

4.1 Video pre-processing 

The purpose of video pre-processing is to 

improve the data’s fit to the model and, to a certain 

expand lower the computing expense of the method. 

Initially, each frame in the video is the same size at 

180 x 120. Due to the pixel’s values being unified, 

the created network continues to function when the 

video’s scale changes. Second, the size of the video 

frames is reduced by converting the RGB-formatted 

video frames to greyscale pictures and there are two 

main causes. First, the target’s spatial and temporal 

data is more crucial than its color qualities and 

grayscale pictures are used to extract the information 

mentioned above. The second reason is that lowering 

the image dimension makes the model structure 

simpler and maintains real-time performance. The 

frame of the video is then normalized so that the value 

of each pixel lies between [0,1] and the average video 

image is subtracted from it. The video sequence is 

then split into 15 x 15x 10 video blocks, where 15 

stands for the dimension of spatial and 10 for the 

temporal dimension. The 15 x 15-pixel region holds 

the smallest amount of abnormal behavior. After pre-

processing, the blocks of video are used as input in 

the testing and training stages.  

4.2 Abnormal behavior detection and extraction 

An unsupervised learning method is frequently 

utilized since abnormal behaviors are rare and 

difficult to identify in everyday life. Abnormal 

behavior is defined as deviation from normal 

behavior. Moreover, this technique eliminates the 

information of abnormal behavior in the dataset, 

causing data resource waste. Additionally, if a model 

is discovered to be inactive to the behavior of 

abnormal, it cannot be modified to better itself. The 

robustness of the method has been enhanced by 

employing the learning of supervised at the same time 

learning both abnormal and normal behavior. 

However, this algorithm needs manual classification 

of abnormal and normal behaviors, wasting a 

significant number of human resources. Therefore, it 

is essential to automatically identify abnormal 

behaviors. 

4.2.1. Inter-fused autoencoder: spatiotemporal feature 

extractor 

Autoencoders are built into deep neural networks 

to automatically learn data representations without 

supervision. An autoencoder, which is frequently 

used for dimensionality reduction, aims to learn how 

to analyze the representation of data. Recently, 

autoencoders have improved their ability to detect 

anomalies. The main benefit of utilizing an 

autoencoder for the proposed method is that can 

rebuild the data of input video with fewer errors. The 

method will exhibit high error when the behavior of 

abnormal occurs once it has been trained on normal 

video data. Encoder, decoder, and representation of 

latent space are the three parts of an autoencoder. To 

reconstruct the input 𝑋𝑖 with the least amount of error, 

the transformation function of two nonlinear 𝜑 to ∅ 

operate on input vector 𝑋𝑖 and code of latent ℎ. 

 

𝜑 ∶ 𝑋 → 𝐻                                                    (1) 

 

∅ ∶ 𝐻 → 𝑋                                                    (2) 

 

By combining Eqs. (1), (2), we get (3) 

 

𝜑, ∅ = 𝑎𝑟𝑔 𝑚𝑖𝑛‖𝑋𝑖 − (𝜑. ∅)𝑋𝑖‖2                   (3) 

 

Where input 𝑋𝑖  ∈  𝑅𝑛 = 𝑋      

Code of latent  ℎ ∈  𝑅𝑚 = 𝐻; ∀ 𝑚 < 𝑛       

 

The inter-fused autoencoder combines the layers 

of convolutional and LSTM. In Fig. 2, the model 

receives an input set of ten frames with various 

strides. Conv-LSTM learns the motion properties 

between frames after the layers of convolutional 

remove the most prominent and optimistic features of 

spatial. Following the encoding phase, the decoder 

employs backpropagation to reduce the error between 

the input and reconstructed frames to remove the 

same feature as the encoder. 

Though both deconvolution and Conv-LSTM 

layers are combined in the decoder, convolution and 

Conv-LSTM make up the encoder. IFA’s spatial 

encoder-decoder is made up of six batch levels of 

normalization: three deconvolutional layers, and 

three layers of convolutions based on the amount of 

input data. To improve the extraction of temporal 

characteristics of spatial representation, the temporal 

encoder-decoder includes five layers of Conv-LSTM. 

The first layer of convolution includes 256 filters 

with a size of 7 x7 stride 4 and offers 256 map 

features with a size of 64 x 64 pixels. Normalization 

of the batch has been utilized to speed up and improve 

the stability of the model’s learning process. The  
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Figure. 2 Inter-fused autoencoder 

 

 
Figure. 3 Spatial view of IFA 

 

second and third layers of convolution produce 

feature maps that are 32 x 32 and 16 x 16 pixels in 

size by using 128 and 64 filters of size 5 x 5 and 3 x 

3 with stride 2. The four 64 and one 32-bit 3 x 3 

kernels that make up the temporal encoder-decoder 

yield 16 x 16 map representation. After that, as shown 

in Fig. 3, the decoder of spatial rebuilds the input by 

batch normalization and deconvolution of each layer 

in the opposite order of the same size but with a 

distinct stride and feature map. 

4.3 Detection models based on spatiotemporal 

CNN 

In this section, a spatiotemporal CNN is built, and 

the final model for the detection of abnormality is 

created by employing a technique of supervised 

learning to learn the labelled negative and positive 

data. This model is strong because it fully uses  
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Figure. 4 Structure of a spatiotemporal CNN  

 

information regarding both the behaviors of 

abnormal and normal. The model network structure 

is very simple, allowing for the quick identification 

and location of abnormal behavior. 

4.3.1. Spatiotemporal convolution 

The feature map and convolution kernel in two-

dimensional convolution are both two-dimensional. 

As a result, only the image’s features of spatial 

dimension are retrieved during the convolution 

process. The convolution of spatiotemporal is also 

known as the convolution of three-dimension, which 

corresponds to the convolution of two-dimension. 

Three-dimensional convolution can simultaneously 

remove the spatial and video temporal properties 

sequence since both the kernel of convolution and 

feature map are three-dimensional. The three-

dimension convolution ( 𝐺[𝑖, 𝑗, 𝑘] ) process using 

video blocks and kernels of convolution is defined by 

Eq. (4), where 𝑖, 𝑗, 𝑘  denotes length, width, and 

convolution kernel’s temporal dimension length. The 

size of the video block is represented by 𝑥 × 𝑦 × 𝑡 

which equals 15 × 15 × 10. 

 

𝐺[𝑖, 𝑗, 𝑘] = ∑ ∑ ∑ 𝑊𝑖𝑗𝑘𝑉(𝑥+𝑖)(𝑦+𝑗)(𝑡+𝑘)𝐾−1
𝑘=0

𝐽−1
𝑗=0

𝐼−1
𝑖=0  

(4) 

4.3.2. Structure of spatiotemporal CNN 

Spatiotemporal CNN is built as the detection 

model based on spatiotemporal convolution 

illustrated in Fig. 4. 

A video block of 15 x 15 x 10 is the network’s 

input, while the output divides the input into two 

groups. The network does not require the usage of a 

pooling layer because the size of the input is modest. 

Convolutional layers make up the first three network 

layers, which are utilized to extract the video block 

features. The input is convolved in the first layer 

employing 32 (3 x 3 x 3) kernels convolution to 

produce 32 (13 x 13 x 8) blocks of the feature. This 

layer’s dropout rate is 0.25. The 64 (3 x 3 x 3) 

convolution kernels in the second layer are used to 

convolve the 64 (11 x 11 x 6) blocks of feature 

produced by the first layer. This layer’s dropout rate 

is 0.25. The third layer convolves the block of 

features produced by the second layer using 128 (3 x 

3 x 1) to create 128 (9 x 9 x 6) feature blocks. This 

layer has a dropout rate of 0.4 and the final two-layer 

networks are entirely interconnected layers. Based on 

the features retrieved from the first three layers, the 

video blocks are categorized. The ReLU activation 

function is used in the network’s first four-layer and 

the function of SoftMax is used in the last layer for 

classification. 

5. Experimental setup and results 

In this paper, the proposed method is simulated 

using the requirements of hardware including a 2.8 

GHZ genuine CPU and 8GB of RAM. The datasets 

of UCSD and UMN are used and the outcomes 

demonstrated that the proposed method evaluates 

better than the existing methods. The size of the batch 

is set to 256, the epoch is set to 30, and normal 
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behaviors are used to train the spatiotemporal inter-

fused autoencoder. To create the detection model, the 

spatiotemporal CNN is trained employing the labeled 

negative and positive data. The network epoch is set 

to 30 and the size of the batch is set to 300. This 

section presents the proposed method details of 

implementation and the analysis of results. Section 

4.1 describes evaluation metrics, section 4.2 includes 

experimental results, and a comparative analysis with 

existing methodologies is described in section 4.3. 

5.1 Evaluation metrics 

Two of the following parameters can be 

determined using the ROC curve. 

 

• Area under curve (AUC) – It calculates the 

area under the receiver operating 

characteristics curve and compares the true 

positive rate (TPR) and false positive rate 

(FPR) at various cut-off values.  

• Recall – Recall or TPR is the number of 

accurately predicted positive cases among all 

positive samples presented in Eq. (5). 

 

      𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝐹𝑁+𝑇𝑃
    (5) 

 

• False positive rate – FPR is described as the 

proportion of fraudulent alerts that were 

incorrectly predicted out of all legal 

transactions presented in Eq. (6). 

 

      𝐹𝑃𝑅 =  
𝐹𝑃

𝑇𝑁+𝐹𝑃
    (6) 

 

• Accuracy – Accuracy is the proportion of 

accurate predictions to all input samples and 

it is calculated using the below Eq. (7). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                    (7)               

 

• Precision - The precision measures the 

percentage of actual data records versus 

expected data records is expressed in Eq. (8). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                (8) 

 

• F1-Score – It is also known as the harmonic 

mean, which seeks a balance between recall 

and precision is expressed in Eq. (9). 

 

      𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
                     (9)          

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure. 5 Proposed method’s ROC curve for the dataset 

of UCSD 

5.2 Experimental results 

The experiment outcomes are evaluated by using 

both the level of frame and pixel. Frame level is 

considered abnormal if at least one pixel is found to  
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(a) 

 
(b) 

Figure. 6 Proposed method’s ROC curve for the dataset of UMN 

 

be out of the ordinary. The frame is considered true 

positive (TP) if the corresponding ground truth is also 

anomalous.  

If not, it is regarded as a false positive (FP) and it 

is unable to assess the algorithm’s accuracy in 

locating the behavior of abnormal. At the level of the 

pixel, if more than 40% of anomalous pixels in the 

ground truth are found in a structure, it is said to be 

true positive (TP) if not it is regarded as an FP. This 

method is significantly stronger than the criterion at 

the frame level, and evaluates the way accurately the 

algorithm determines the location of the abnormal 

behavior. 

The UCSD dataset’s ROC is shown in Fig. 5. 

Evaluations of ped1 and ped2 occurred at the frame 

and pixel levels, respectively. The comparison of 

ROC curves for the criterion of frame level using the 

UCSD ped1 and ped2 datasets are shown in (a) and 

(c) respectively. In the dataset of ped1, the proposed 

method is significantly less effective than supervised 

methods, according to the evaluation of frame-level. 

In the dataset of ped2, the method evaluates better 

than the models of deep learning and comes closer to 

supervised learning techniques. As a result, the 

frame-level criterion produces periodic false alarms 

from deep learning models. Fig. 5 (b), (d) compares 

the curves of ROC for the criterion of pixel-level 

using the datasets from the UCSD ped1 and ped2 

appropriately.  

A crowd anomalous activity detection is run to 

compare the effectiveness of various methods. The 

university of minnesota (UMN) surveillance videos 

are employed. The ROC of the UMN dataset (a) and 

(b) is displayed in Fig. 6. The proposed method’s 

classification performance on the UMN dataset is 

comparable to the global and local frame levels for 

anomaly detection. The UMN dataset’s significant 

impacts on the average motion intensity of the scene 

are an apparent feature. The later frames will change 

greatly from the earlier ones when anomalies occur, 

such as when the crowd quickly splits. 

5.3 Comparative analysis 

The comparative analysis includes methods, 

datasets, accuracy, precision, recall, and f1-score. 

Table 3. shows the comparison of the proposed 

method with the existing methods such as   Hybrid 

CNN and RF classifiers [16], MCMS-BCN 

Attention+densenet121/Efficientnetv2 [17], and 

attention mechanism [22] on the UCSD dataset. 

Table 4. shows the comparison of the proposed 

method with the existing methods such as   Hybrid 

CNN and RF classifiers [16], MCMS-BCN 

Attention+densenet121/Efficientnetv2 [17], and 

PGD and enhanced entropy classifier [21] on UMN 

dataset. Table 5. shows that the comparison of 

proposed method AUC values with the existing 

methods such as LRCCDL [14], Hybrid CNN and RF 

classifiers [16], on UMN and UCSD datasets. 

In Table 3, UCSD ped 1, ped 2 achieves better 

accuracy of 99.76%, 99.92%, better precision of 

99.82%, 99.90%, better recall of 99.92%, 99.90%, 

and better f1-score of 99.85%, 99.89% compared to 

the existing methods. In table 4, UMN scene 1,2 and 

3 achieves better accuracy of 99.15%, 98.45, 94.67%, 

better precision of 99.57%, 99.32%, 99.82%, better 

recall of 98.85%, 97.82%, 93.50% and better f1-score 

of 99.20%, 98.91%, 98.47% compared to the existing 

methods. In table 5. UMN scene1, scene2, scene3,  
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Table 3. Comparison of proposed method with the existing methods on UCSD dataset 

Author Methods Dataset Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Tarik Alafif 

[16] 

Hybrid CNN and 

RF classifiers 

UCSD ped 1 99.49 99.60 99.88 99.74 

UCSD ped 2 99.62 99.76 99.86 99.81 

E. M. C. L. 

Ekanayake 

[17] 

MCMS-BCNN-

Attention+ 

densenet121/ 

Efficientnetv2 

UCSD ped 1 98.62 99.51 97.24 98.61 

UCSD ped 2 98.95 99.54 98.36 98.95 

Qianqian 

Zhang [22] 

Attention 

mechanism 

UCSD ped 1 80.5 

 

N/A N/A N/A 

UCSD ped 2 97.9 N/A N/A N/A 

Proposed 

method 

Spatiotemporal 

inter-fused 

autoencoder 

UCSD ped 1 99.76 99.82 99.92 99.85 

 

UCSD ped 2 99.92 99.90 99.90 99.89 

 
Table 4. Comparison of the proposed method with the existing methods on the UMN dataset 

Author Methods Dataset Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Tarik Alafif 

[16] 

Hybrid CNN and 

RF classifiers 

UMN scene 1 88.85 99.34 87.35 92.96 

UMN scene 2 81.07 99.06 76.23 86.16 

UMN scene 3 93.33 99.40 93.32 96.26 

E. M. C. L. 

Ekanayake 

[17] 

MCMS-BCNN-

Attention+ 

densenet121/ 

Efficientnetv2 

UMN plaza 1 99.10 99.41 98.78 99.09 

UMN plaza 2 98.38 99.12 97.63 98.37 

Faisal 

Abdullah [21]  

PGD and 

enhanced entropy 

classifier 

UMN scene 1 87.43 N/A N/A N/A 

UMN scene 2 83.21 N/A N/A N/A 

UMN scene 3 90.63 N/A N/A N/A 

Proposed 

method 

Spatiotemporal 

inter-fused 

autoencoder 

UMN scene 1 99.15 99.57 98.85 99.20 

UMN scene 2 98.45 99.32 97.82 98.91 

UMN scene 3 94.67 99.82 93.50 98.47 

 
Table 5. Comparison of proposed method AUC values with the existing methods on UMN and UCSD datasets 

Author Methods Datasets AUC (%) 

Li [14] LRCCDL UMN scene 1 99.94 

UMN scene 2 99.55 

UMN scene 3 99.93 

UCSD ped 1 90.01 

UCSD ped 2 95.20 

Tarik Alafif [16] Hybrid CNN and RF classifiers UMN scene 1 99.73 

UMN scene 2 99.79 

UMN scene 3 99.77 

UCSD ped 1 88.87 

UCSD ped 2 98.55 

Proposed method Proposed method Spatiotemporal inter-

fused autoencoder 

UMN scene 1 99.96 

UMN scene 2 99.83 

UMN scene 3 99.97 

UCSD ped 1 90.15 

UCSD ped 1 99.72 

 
UCSD ped 1, and ped2 datasets achieves better AUC 

values of 99.96%, 99.83%, 99.97%, 90.15%, and 

99.72% compared to the existing methods. 

5.4 Discussion 

This section provides a discussion about the 

proposed spatiotemporal inter-fused autoencoder and 

compares those results with existing methods such as 

LRCCDL [14], hybrid CNN and RF classifiers [16], 

MCMS-BCN Attention+densenet121/Efficientnetv2 

[17], PGD and enhanced entropy classifier [21], and 

attention mechanism [22] in comparative analysis 4.3. 
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The major goal of this study is to identify 

spatiotemporal patterns of typical activity from a 

stream of surveillance videos for abnormal detection 

and localization. The spatiotemporal CNN is trained 

using the method of supervised training with negative 

and positive data to develop the model of detection. 

The UMN (scenes 1, 2, and 3) and UCSD (ped1 and 

ped 2) datasets are used as benchmark datasets for 

this method. The outcomes of the experiment 

demonstrate that the proposed method is more 

accurate than the existing algorithms at both frame 

and pixel levels and it can locate anomalous 

behaviors in real-time. In the result analysis, UMN 

and UCSD datasets achieves better accuracy, 

precision, recall, f1-score, and AUC when compared 

to the existing methods.  

6. Conclusion 

In this paper, a spatiotemporal inter-fused 

autoencoder is proposed for detecting abnormal 

behavior. The development network of the 

spatiotemporal inter-fused autoencoder to remove 

samples of anomalous crowd behavior from the 

dataset assists in the better definition of anomalous 

crowd behavior. When the CPU is used, the 

spatiotemporal CNN-based model’s basic structure 

allows for high-accuracy real-time detection. Both 

networks are capable of extracting advanced features 

of semantics from videos, which improves the 

algorithm’s applications. The proposed method 

achieves better accuracy of 99.76%, 99.92%, 99.15%, 

98.45%, and 94.67% in UCSD ped1, UCSD ped2, 

and UMN scene 1, 2, 3 datasets compared to the 

Hybrid CNN and RF classifiers, MCMS-BCN 

Attention+densenet121/Efficientnetv2, PGD and 

enhanced entropy classifier, and attention mechanism. 

Additionally, the proposed method achieves better 

AUC of 99.96%, 99.83%, 99.97%, 90.15%, and 

99.72% in the datasets of UCSD ped1, UCSD ped2, 

and UMN scenes 1,2, 3. In the future, intend to 

combine information from many modalities to 

identify groups within crowds and to recognize 

suspicious behavior in a crowd. 
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