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Abstract: The rapid growth of mobile internet usage, particularly in LTE networks, poses challenges for mobile 

operators in maintaining quality of service (QoS) and optimizing network design planning. Accurate traffic volume 

forecasting is crucial for network planning and effective resource allocation. This study aims to propose an 

enhancement to the accuracy of the holt's winter multiplicative seasonal (HWMS) method by applying the rolling 

forecast technique to achieve better forecasting results. Using a public dataset of 56 cells, the evaluation based on 

mean absolute percentage error (MAPE) reveals the following sequence of prediction errors: HWMS & rolling forecast 

(20.47%), HWMS only (30.06%), FbProphet (30.45%), and auto regressive integrated moving average (ARIMA) 

(31.52%). The cells are categorized as "Good" (59%), "Reasonable" (39%), and "Poor" (2%). The results indicate that 

the proposed method achieves a significantly higher percentage of cells in the "Good" category, with a 45% difference 

compared to HWMS without rolling forecast, which only achieved 14%. Moreover, the proposed method outperforms 

ARIMA by 50% and FbProphet by 37% in the same category. Furthermore, when applied to real data from a 

telecommunications company in Indonesia, the proposed method identified 11 cells that require solutions out of a total 

of 100 cells. In comparison, the ARIMA method identified 3 cells, FbProphet identified 12 cells, and HWMS without 

Rolling Forecast identified 9 cells. Thus, the company can provide solutions for the identified 11 cells without the 

need for excessive investment while still maintaining revenue potential.  

Keywords: Traffic forecasting, LTE network, HWMS, Rolling forecast, ARIMA, FbProphet. 

 

 

1. Introduction 

The growth of mobile internet usage, especially 

on LTE networks, is increasing rapidly. In 2019, the 

average per capita volume of traffic usage reached 

7.27GB per month [1] and it is expected to be 200 to 

1,000 times in the following years [2]. Therefore, 

mobile operators face challenges in maintaining 

Quality of Service (QoS) by optimizing their network 

design planning as efficiently and quickly as possible 

[3–8]. Forecasting future traffic volume is crucial for 

successfully planning, managing, and developing 

network systems [9, 10].  

In planning telecommunications networks, 

inaccurate forecasting of traffic growth can lead to 

issues. Forecasting results that underestimate the 

volume of traffic may result in bottlenecks that 

reduce the network's capacity to accommodate users, 

potentially leading to decreased revenue for the 

company [11]. On the other hand, forecasting errors 

that result in overly high LTE traffic predictions can 

lead to wasted resources invested by the company in 

low-demand areas. Therefore, an effective 

forecasting system is crucial to avoid such 

inefficiencies in resource allocation [10, 12].  

Currently, there is extensive research and 

development related to traffic forecasting using 

conventional time series forecasting methods such as 

auto regressive integrated moving average (ARIMA), 

exponential smoothing, and machine learning 

techniques such as FbProphet, long short-term 

memory (LSTM), gated recurrent unit (GRU), and 

artificial neural network (ANN) [7, 9, 11–13] as well 

as combination methods such as FbProphet and K-
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means [14]. The aim of these studies is to achieve 

high accuracy in traffic forecasting that is in line with 

the requirements. Exponential smoothing method 

demonstrates high accuracy compared to other 

conventional methods like ARIMA, and it also has 

lower computational requirements compared to 

machine learning approaches [9, 15]. Moreover, 

Holt's winter multiplicative seasonal (HWMS) is a 

variant of exponential smoothing that is particularly 

suitable for forecasting traffic datasets compared to 

other variants of exponential smoothing [9]. 

However, the accuracy of the HWMS forecasting 

method may gradually decrease as the forecasted 

values move further away from the last data point in 

the training set [16]. Furthermore, if the test dataset 

is too short to be adequately observed, efforts are 

needed to improve the forecasting accuracy by 

conducting resampling techniques [17]. Walk 

forward cross validation, also known as rolling 

forecast, can maximize the accuracy of forecasting by 

retraining the model at each forecasting step. This is 

achieved by incorporating the observed test data into 

the training data, allowing for continuous 

reevaluation and improvement of the model's 

performance in subsequent forecasts [16, 18] . Holt's 

winter multiplicative seasonal (HWMS) method 

validated through rolling forecast is expected to 

resuslt in higher accuracy in forecasting LTE traffic 

volume than ARIMA, FbProphet, or HWMS without 

rolling forecast methods. 

Most textbooks recommend the use of mean 

absolute percentage error (MAPE) as the 

recommended accuracy evaluation method [19]. A 

good forecasting system based on MAPE 

calculations can help companies plan network 

designs more accurately. This allows them to 

optimize investments such as bandwidth addition or 

implementation of new cells as needed. This traffic 

forecasting system can also be used for decision-

making in network design engineerings, such as load 

balancing, resource allocation or relocation and 

traffic attack detection [20]. This research is expected 

to contribute knowledge as an alternative traffic 

forecasting system that is cost-effective in terms of 

cost-benefit analysis for telecommunications 

companies [21]. 

This paper is organized into sections in which 

section 1 describes the concept of forecasting LTE 

traffic, the challenges faced by telecommunications 

companies, then introduces the proposed method. 

Section 2 discusses related research developments 

that have previously been carried out in recent years. 

Section 3 describes the research method that will be 

carried out starting from the dataset used, the 

forecasting method studied, the evaluation process, 

and determining the cells that need a solution. Section 

4 presents a comparison of forecasting results 

between methods and their application to the real 

company data in Indonesia. Section 5 is the final part 

of the presentation as a conclusion obtained from this 

work. 

2. Related work 

Several studies have been conducted to explore 

various methods in predicting network traffic. 

Generally, network traffic prediction techniques can 

be categorized into two approaches: statistical-based 

and machine learning-based [22]. Forecasting 

systems utilizing statistical methods such as 

exponential smoothing have been found to possess 

high accuracy, computational simplicity, and cost-

effectiveness[9, 10]. This notion is further supported 

by a comparative study conducted by [15], which 

concluded that the accuracy of exponential methods 

is comparable to trending machine learning methods. 

The single, double, holt-winter's no seasonal, holt-

winter's additive seasonal, and holt-winter's 

multiplicative seasonal (HWMS) methods have been 

tested , and the results indicate that HWMS, as a 

variant of Exponential Smoothing, outperforms other 

variants in forecasting daily network traffic [9, 10]. 

However, HWMS still faces challenges in handling 

outliers in the dataset and may exhibit poor 

performance and unstable predictions when applied 

to longer-term forecasting. 

Holt's trend exponential smoothing method has 

also been developed [23] by integrating it with K-

means clustering to accommodate diverse data 

characteristics. Their findings suggest that the 

proposed model outperforms the holt's trend 

exponential smoothing method without clustering in 

terms of prediction accuracy. Similar to other variants 

of exponential smoothing, HWMS experiences a 

gradual decline in accuracy as the forecast results 

move further away from the last data point in the 

training series [16]. Therefore, further enhanced the 

previous forecasting model by integrating 

exponential smoothing, fuzzy C-means, long-short 

time memory (LSTM), and adaptive neuro-fuzzy 

inference system (ANFIS) to achieve higher accuracy 

compared to previous benchmark methods [5]. 

However, this enhanced model becomes 

computationally complex and lengthy due to the 

presence of LSTM with its numerous 

hyperparameters.  

Traditional methods with lightweight 

computations can still be viable options for predicting 

cellular traffic, as demonstrated by [13]. This study 

employed the ARIMA method with parameter (0,0,6) 
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to predict cellular traffic, which proved effective in 

supporting LTE bandwidth provisioning. 

Furthermore, traditional methods can be improved by 

incorporating additional techniques, as demonstrated 

by [11], who combined ARIMA with the disruptive 

formula to predict LTE traffic. This study combines 

statistical techniques with judgemental approaches to 

enhance prediction accuracy compared to using 

statistical methods alone. However, ARIMA is 

highly sensitive to the selection of autoregressive 

order (p), differencing order (d), and moving average 

order (q). The incorporation of the disruptive formula 

introduces additional parameters that need to be 

accurately determined. Optimal selection of 

disruptive formula parameters can be challenging in 

the presence of new changes or unexpected patterns, 

and errors in parameter selection can impact 

prediction accuracy. 

LSTM and artificial neural network (ANN) have 

recently gained popularity as machine learning 

methods for network traffic prediction due to their 

claimed higher accuracy compared to conventional 

methods like ARIMA and simple moving average 

(SMA) [19]. The advantage of using LSTM lies in its 

complex architecture with memory units and gates, 

enabling it to capture multivariate datasets, non-

linear patterns, and interactions among variables. 

LSTM is specifically designed to handle forecasting 

or prediction problems that involve long-term 

dependencies between data points. With its complex 

memory units, the model can retain important 

information from previous data points over longer 

time ranges. However, this becomes a drawback of 

LSTM in terms of time efficiency, as it requires 

longer time for observation. 

To address the challenges associated with LSTM, 

[24] utilized the gated recurrent unit (GRU) method 

to reduce architectural complexity. The results 

showed that GRU still achieved good prediction 

accuracy for network traffic, with a simpler 

architecture compared to LSTM. GRU also excelled 

in minimizing training time and computational load. 

However, both GRU, LSTM, and ANN are 

susceptible to overfitting if their hyperparameter 

settings are not properly tuned. 

The machine learning method FbProphet, 

developed by Facebook, has gained popularity as it 

aids mobile operators in efficient planning and cost-

saving investments, especially when compared to 

LSTM [12]. FbProphet has been utilized by [12, 14, 

25–29] for predicting cellular traffic growth in 

telecommunications networks in their respective 

studies. Not only for traffic, FbProphet has also been 

employed by [28] to predict revenue generated by 

telecommunications service providers in Ghana. 

FbProphet's accuracy has been compared to 

ARIMA, ETS, and SNAIVE by [27], with results 

showing FbProphet achieving 90% accuracy on their 

dataset. Additionally, in the case of 5G traffic dataset, 

study [25] highlighted FbProphet's ability to work 

with incomplete data, outliers, sudden changes in the 

data series, and provide reasonable estimates. Study 

[14] proposed a hybrid model combining FbProphet 

and K-means, similar to [23]. FbProphet was used for 

volume traffic prediction, while K-means served as 

the algorithm for determining holiday dataset clusters. 

The combination resulted in improved performance 

compared to using FbProphet alone. In general, 

FbProphet is user-friendly machine learning and 

exhibits good accuracy. However, combining 

FbProphet with clustering algorithms may not always 

be relevant for all datasets. This approach should be 

based on the characteristics and patterns observed in 

the data. Sometimes, the FbProphet model can 

provide adequate predictions without the need for 

integration with K-means, as seen in the studies by 

[26, 28, 29]. Therefore, FbProphet is chosen as one 

of the comparative methods in this study. 

2.1 Problem definition 

The mentioned studies have contributed to the 

development of traffic prediction methods in 

telecommunication networks, with the majority 

showing improved prediction accuracy. The use of 

machine learning techniques such as LSTM, GRU, 

Fbprophet, and their combinations promises high 

accuracy. However, these methods often require 

extensive parameter tuning, long dataset observation 

time, and a sufficient length of historical data, which 

may be considered less efficient. On the other hand, 

the traditional HWMS method has proven to be 

effective in achieving good accuracy for univariate 

datasets and is computationally efficient. However, 

the forecasting accuracy of the HWMS method 

typically decreases as the forecasting distance from 

the last training data increases. Additionally, if the 

dataset is too short for observation, resampling 

efforts need to be made. 

2.2 Research objective 

This research focus on increasing the accuracy of 

HWMS in predicting LTE network traffic by 

employing the rolling forecast technique. This 

technique involves adding observation data from the 

test dataset into the training dataset to re-examine 

each subsequent forecasting step. 
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2.3 Scientific contribution 

This research is expected to provide a significant 

contribution to the development of traffic forecasting 

methods, particularly in LTE networks, with several 

key points: 

1. Introducing an alternative method that is more 

accurate compared to conventional methods such 

as ARIMA, HWMS without rolling forecast, and 

popular machine learning methods like 

FbProphet. 

2. By improving the forecasting accuracy, 

companies can plan network designs that are 

more precise and efficient. 

3. Method 

3.1 Dataset  

This research and development work uses the 

HWMS method and rolling forecast for LTE traffic 

volume forecasting. The study was conducted from 

March 2022 to November 2022 in Indonesia. The 

datasets used in this study include public datasets 

obtained from Kaggle.com and internal datasets from 

a telecommunications company in Indonesia.  

The public dataset from Kaggle.com contains 

data from 56 cells from October 23, 2017, to October 

22, 2018. The internal dataset from the 

telecommunications company includes data from 100 

cells, covering the period from August 1, 2020, to 

July 31, 2021, with LTE traffic volume measured in 

mega bytes. The cells in the internal dataset were 

selected based on specific criteria, including having a 

physical resource block ranging from 60% to 70%. 

This criterion is considered close to the maximum 

threshold for LTE cells with 1800 Bandwidth and 

20MHz handling user traffic [12].  

3.2 Forecasting steps  

The proposed forecasting method is HWMS 

using Rolling Forecast to compare its accuracy with 

HWMS, ARIMA, and FbProphet. Below is an 

explanation of each method that was performed. 

Essentially, the steps for forecasting traffic in each 

method are the same, as shown in Fig. 1. 

All forecasting methods in this study will use the 

same data preprocessing to ensure fairness. The step-

by-step process of performing the forecasts, as shown 

in Fig. 1, is as follows: 

Step 1. Scaling the time period to daily and 

converting the volume unit to mega bytes. 

Cleaning the empty traffic data, removing any data 

points that are missing. Checking the length of the 

dataset series to ensure consistency among all cells. 

 
Figure. 1 Forecasting steps flowchart diagram 

 

Step 2. The available dataset is divided into 80% for 

training data and 20% for testing data. The length 

of the dataset index is 365, so 80% of the index 

length is 292. These 292 indices will be observed 

by each method for forecasting purposes. The 

remaining 73 indices serve as the test data to 

evaluate the accuracy of the forecasted results. 

Step 3. Perform the forecast and save it in a 

dataframe using the following steps for each 

method: 

 

a. ARIMA 

The ARIMA model is identified by three main 

parameters: 𝑝, 𝑑, and 𝑞. The parameter 𝑝 (order of 

autoregressive term) indicates how many previous 

values will be used in the 𝐴𝑅 model. The parameter 

𝑑 (order of differencing) indicates how many times 

the time series needs to be differenced to become 

stationary in the integrated component 𝐼 . The 

parameter 𝑞 (order of moving average term) indicates 

how many previous prediction errors will be used in 

the MA model [13]. The 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞) equation for 

modeling and predicting time series in this study is as 

follows :   
 

𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞)  =  𝐴𝑅(𝑝)  +  𝐼(𝑑)  +  𝑀𝐴(𝑞)   (1) 

 

Along with the details of its components: 
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Autoregressive components (AR): 

𝐴𝑅(𝑝) = 𝜑1𝑌(𝑡 − 1) + 𝜑2𝑌(𝑡 − 2) + 

. . . +𝜑ₚ𝑌(𝑡 − 𝑝)   (2) 

 

Integrated components (I): 

 

𝐼(𝑑)  =  (1 − 𝐵)ᵈ𝑌(𝑡)    (3) 

 

Moving average components (MA): 

 

𝑀𝐴(𝑞) = 𝜃1𝜀(𝑡 − 1) + 𝜃2𝜀(𝑡 − 2) + 

. . . +𝜃_𝑞𝜀(𝑡 − 𝑞)   (4) 

 

Where :  

𝑌(𝑡) : Value at time t in the time series. 

𝜑₁, 𝜑₂, ..., 𝜑ₚ  : Autoregressive 

coefficients. 

𝐵 : Backshift operator, indicating a one-period 

shift backward. 

𝑝  : Order of autoregressive term. 

𝑑 : Level of differencing. 

𝑞  : Order of moving average term. 

𝜃₁, 𝜃₂, ..., 𝜃_𝑞 : Moving average 

coefficients. 

𝜀(𝑡 − 1) , 𝜀(𝑡 − 2) , ..., 𝜀(𝑡 − 𝑞)  : prediction 

errors at previous time points. 

 

b. FbProphet 

The open-source tool provided by Facebook in 

the form of a Python and R library combines the 

strengths of classical time series forecasting models 

and modern machine learning techniques [28, 30]. 

FbProphet's main features include handling multiple 

seasonality, non-linear trends, and holidays. The 

formulation of FbProphet is as follows:  

 

𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡)+ ∈ (𝑡)     (5) 

 

Where : 

𝑦(𝑡) : Represents the time series 

𝑔(𝑡)  : Nonlinear saturating trend that 

models non-periodic changes in the series 

𝑠(𝑡) : Component of annual periodic changes 

∈ (𝑡) : Unusual changes that cannot be 

accommodated by the model.  

This tool is user-friendly and flexible, with the 

ability to easily customize seasonal adjustments, 

making it ready to use with minimal tuning. 

FbProphet usually performs optimally when the 

dataset has the following characteristics: 

 

- Hourly, daily, or weekly observations for at 

least several months 

- Seasonal patterns directly related to human 

behavior 

- Prediction disruptions occurring within 

predefined intervals 

- Reasonable number of missing observations 

or extreme observations 

- Historical trend changes 

- Situations where the trend increases based on 

non-linear curves reaching its natural limits 

or saturation. 

 

In this study, we only performed tuning on the 

interval forecasting aspect. The unique 

characteristics of LTE network traffic in different cell 

locations pose a challenge when using FbProphet.  

 

c. HWMS 

Holt-Winter's method essentially utilizes three 

smoothing constants: the level smoothing constant 𝐼𝑡, 

the trend smoothing constant 𝐵𝑡 , and the seasonal 

smoothing constant 𝑆𝑡. There are two approaches that 

can be taken with Holt-Winter's method, namely 

multiplicative and additive. However, the emphasis 

in the research will be on the multiplicative approach 

because network LTE dataset highly fluctuating 

seasonal variations. The formula for the HWMS 

approach is as follows: 

 

𝐹𝑡+𝑚 = (𝑆𝑡 + 𝐵𝑡𝑚)𝐼𝑡−𝐿+𝑚   (6) 

 

Along with its smoothing parameter values: 

Overall smoothing (level) 

 

𝑆𝑡 = 𝛼
𝑋𝑡

𝐼𝑡−𝐿
+ (1 − 𝛼)(𝑆𝑡−1 + 𝐵𝑡−1)     (7) 

 

Trend smoothing 

 

  𝐵𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝐵𝑡−1      (8) 

 

Seasonal smoothing  

 

   𝐼𝑡 =  γ
𝑋𝑡

𝑆𝑡
+ (1 − 𝛾)𝑆𝑡−𝐿            (9) 

 

Where: 

𝑆𝑡 : Overall smoothing 

𝐵𝑡 : Trend smoothing 

𝐼𝑡 : Seasonal smoothing 

𝑆𝑡−1 : The overall smoothing for the next 

period 

𝐵𝑡−1 : The smoothing of the trend pattern 

for one period before 

𝐼𝑡−𝐿 : The smoothing of the seasonal pattern for 

the L-th period 

𝑋𝑡  : The actual data for the t-th period 
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𝛼, 𝛽,γ  : Values for the parameters 0 ≤
𝛼, 𝛽, γ ≤ 1 

𝐿 : Seasonal length 

𝐹𝑡+𝑚 : The forecasted value for period m 

𝑚 : The length of time. 

 

Eq. (7) represents the overall smoothing level, 

while Eq. (8) represents the weighted average of the 

trend between the current level and the previous slope. 

Eq. (9) calculates the comparison of the latest 

seasonality with the last seasonality. The results of 

the first iteration are then stored in a data frame. 

 

Step 4. The forecast results of each method, 

which have been stored in a data frame are evaluated 

for accuracy. This is done by comparing the 

forecasted values in the data frame with the actual test 

data using the Eq. (10):  

 

𝑀𝐴𝑃𝐸 =

∑|𝐴𝑡−𝐹𝑡|

𝐴𝑡

𝑛
 × 100%                 (10) 

 

Where: 

∑|𝐴𝑡 − 𝐹𝑡| : Total overall sum with absolute 

value. 

𝐴𝑡  : Actual values 

𝐹𝑡  : Forecasted values 

𝑛  : Number of data points 

 

MAPE calculates the difference between the 

actual and forecasted values, divided by the number 

of data points, and produces a positive value in 

percentage [31]. The forecasting method is 

considered better if the percentage of MAPE is 

smaller and vice versa. A detailed explanation of the 

evaluation process will be discussed in subsection 3-

4 testing and system Evaluation. 

 

Step 5. After determining the accuracy of each 

method using MAPE, the next step is to compare the 

accuracy of those methods with the proposed method.  

3.3 Working prosses of HWMS and rolling 

forecast methods 

The design of the HWMS and rolling forecast 

methods system is illustrated in a flowchart as shown 

in Fig. 2. 

The sequence of steps in the HWMS and rolling 

forecast method in the system flowchart diagram 

above starts from: 

Step 1. Performing pre-processing on the dataset 

by adjusting the time period scale. 

Step 2. Dividing the dataset into 80% training 

data and 20% testing data. The difference from other  
 

 
Figure. 2 HWMS and rolling forecast flow diagram 

 

 
Figure. 3 Flow of data test to data train in subsequent 

iterations 
 

methods is that the training data will always receive 

data updates from the dataset. In other words, HWMS 

will observe 100% of the dataset. 

Step 3. Conducting forecasting using HWMS in 

the first iteration using Eq. (6). The results of the first 

iteration forecasting are then stored in a data frame. 

Step 4. After the HWMS performs the first 

iteration of forecasting, the system will update the 

data train by taking the data at index 0 from the data 

test and then performing observation again. Each 

time a forecast is made, the system will provide an 

updated data train from the data test used for error 

evaluation. As a result, the subsequent estimates will 

always be dynamic and include the most up-to-date 

actual data from the entire procedure. The illustration 

of the process of transitioning from data testing to 

data train can be seen in Fig. 3.  

The flow from left to right represents the entire 

100% data. The green ellipse represents the data train, 

followed by a red ellipse representing the index 0 of 
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the data test used for error evaluation. The purple 

ellipses represent the remaining data test indices that 

have not been used for testing. The image's second 

row and subsequent rows represent the n-th iteration, 

where the red ellipse represents the data test changes 

to the data train. This process repeats until all the grey 

ellipses representing the data test are used. This 

means that, in this case, the iteration is performed for 

the entire length of the data test period, which is 73. 

This repetitive process is called rolling forecasting 

[16, 18]. 

Step 5. Similar to the methods explained above, 

the evaluation of HWMS and rolling forecast 

accuracy also uses MAPE.  

3.4 Testing and evaluation 

First, the system will be tested for its functionality 

to determine whether it can forecast LTE traffic 

volume for future periods based on the available 

dataset. This functionality test will check whether the 

system can take input data, run the implemented 

forecasting methods, and produce forecasting results 

that can be used to make predictions of LTE traffic 

volume in the future. 

Second, after the system has been tested for its 

functionality, mean absolute percentage error 

(MAPE) will be calculated to measure the accuracy 

of the forecasting system for each of the 56 cells. 

MAPE (mean absolute percentage error) is 

commonly used as a performance metric in 

forecasting and predictive analysis due to several 

reasons [19]: 

 

- Relative measure: MAPE provides a relative 

measure of forecast accuracy, allowing for the 

comparison of forecasting models or methods.  

- Interpretability: MAPE is expressed as a 

percentage, making it easily interpretable for 

decision-makers.  

- Scale-invariant: MAPE is not influenced by the 

magnitude of data, making it applicable to 

datasets with varying scales.  

- Wide usage: MAPE has been widely adopted as 

a forecasting performance metric across 

industries and disciplines, enabling comparisons, 

benchmarking, and insights from past forecasting 

performance.  

 

From the calculation of MAPE, the number of 

cells that can be forecasted by each method will be 

grouped into categories such as "Very Good," 

"Good," "Reasonable," and "Poor" based on the 

evaluation results. These categories will be 

determined based on predetermined thresholds or  
 

Table 1. Category Table MAPE 

Range MAPE % Category 

< 10 Very Good 

10 - 20 Good 

20 - 50 Reasonable 

> 50 Poor 

 

 

cutoffs to assess the accuracy level of the forecasting 

system [32]. A description of the criteria categories 

used in the calculation of MAPE is shown in Table 1: 

The forecasting system will be categorized as 

"Very Good" if the error rate of its forecasts is less 

than 10%. This means the system can make forecasts 

very close to the actual data. However, a system that 

does not fall into the "Very Good" category can still 

be used if the error rate of its forecasts is between 

10% to 20% and falls into the "Good" category.  

3.5 Determination of cells requiring solutions 

Cell congestion is typically caused by fully 

utilized physical resource blocks (PRBs) reaching 

100% capacity. The increase in PRBs results from the 

growing number of active users, reflected in the 

increased traffic volume in that cell. This congestion 

decreases the average throughput per user, resulting 

in suboptimal network service quality for that cell 

[12]. Consequently, the company may face potential 

revenue losses due to poor internet quality. To 

address this issue, the company needs to provide 

solutions such as redesigning the network or adding 

new cells to serve the area more effectively. 

The understanding that the percentage increase in 

traffic volume from the forecasting results is directly 

proportional to the rise in PRBs makes it a growth 

factor for determining which cells in which areas 

require solutions. This growth factor can be 

calculated using Eq. (1): 

 

𝐺𝑟𝑜𝑤𝑡ℎ 𝐹𝑎𝑐𝑡𝑜𝑟 =
𝐴−𝐵

𝐵
×  100 ×  𝑃     (11) 

 

Where: 

A: Results of traffic volume forecasting (MB) 

B: Traffic volume baseline (MB) 

P: Physical resource block baseline (%) 

 

Growth factors are calculated from the increase in 

the forecasting results of traffic volume compared to 

the baseline volume multiplied by the baseline PRB. 

This yields a percentage increase in PRB for each cell. 

The company has a threshold to determine the 

maximum percentage of load each cell can handle to 
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minimize losses. This threshold depends on the 

bandwidth of each cell. For example, an LTE 

800MHz cell with a bandwidth of 10 MHz is 

considered capable of handling the load well if PRB 

usage is below 60%, while for an LTE 1800 cell with 

a bandwidth of 20 MHz, the threshold is less than 

80% [12]. This is the reason why we added additional 

criteria to our internal dataset. 

4. Results and discussion  

Author names are to be centered beneath the title 

and printed in Times New Roman 11-point, boldface 

type. Author affiliations should be centered beneath 

author names and printed in Times New Roman 11-

point, non-boldface type. Multiple authors may be 

shown in a two- or three- column format, with their 

affiliations italicized and centered below their 

respective names. Include addresses and the post 

code if possible. The corresponding author’s email 

address should be centered in Times New Roman 

10.5-point as shown here. 

4.1 Methods comparison  

Forecasting using the holt-winter's multiplicative 

seasonal and rolling forecast methods and other 

comparison methods implemented in Python 

programming to generate forecasts for LTE traffic 

volume 73 days ahead. In previous research, the 

accuracy of the forecasts was evaluated using root 

mean square error (RMSE), which only measures the 

error of the forecasts against the actual test data in the 

original unit of the observed data. This makes it 

difficult for telecommunications companies to assess 

the suitability of the forecasts or define their own 

suitability standards. Using mean absolute 

percentage error (MAPE) as the evaluation metric 

provides a solution, as it calculates the error in 

percentage, making it easier to understand and 

interpret on graph. 

The calculation of MAPE has been conducted on 

56 cells that were forecasted using all the investigated 

methods. This is the result of MAPE calculation for 

each method in the graph. 

 

a. ARIMA 

The accuracy of ARIMA is not too fluctuating for 

each cell, is depicted in Fig. 4.  

The lowest prediction error is observed in cell_55 

at 15.52%, while the highest error is found in cell_8 

at 59.49%. The average MAPE for the total cells is 

31.52%. Although there is one cell, cell_46 that failed 

to make accurate predictions. The ARIMA 

parameters used for each cell are different and have 

been automatically optimized using the pmdarima  

 

 
Figure. 4 ARIMA result 

 

 
Figure. 5 FbProphet result 

 

library in Python. 

 

b. FbProphet 

FbProphet has different accuracy compared to 

ARIMA in terms of percentage and patterns. 

FbProphet tends to exhibit significant fluctuation in 

accuracy across individual cells. However, when 

considering the overall average accuracy for all cells, 

it is reported to be approximately 30.45%, which is 

lower than that of ARIMA. The detailed accuracy of 

FbProphet can be seen in Fig. 5. 

The lowest prediction error is observed in cell_55 

at 15.50%, while the highest error is found in cell_46 

at 83.16%. It is important to note that the FbProphet 

implementation we utilized has been automatically 

optimized using the Python library. 

 

c. HWMS 

HWMS exhibits a pattern similar to ARIMA, 

with relatively low fluctuation among cells. However, 

it should be noted that HWMS also failed to 

accurately predict the values for cell_46. Despite this, 

the average MAPE value for HWMS is 

approximately 30.06%, which is lower than both 

ARIMA and FbProphet. For a more detailed analysis 

of HWMS accuracy, please refer to Fig. 6: 

The similarity between HWMS and ARIMA 

suggests that they share common characteristics in 

capturing and modeling the underlying patterns in the 

data. However, the specific reasons for HWMS's  
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Figure. 6 HWMS result 

 

 
Figure. 7 HWMS and rolling forecast result 

 

 
Figure. 8 Comparison of accuracy 

 

failure to predict accurately for cell_46 should be 

further investigated. 

 

d. HWMS and rolling forecast 

In Fig. 7 below, it is evident that both HWMS and 

rolling forecast have a significant number of 

prediction errors below 20%. The average MAPE 

percentage for the total of all cells is approximately 

20.47%. This indicates that the overall accuracy of 

HWMS and rolling forecast is relatively high, with a 

majority of predictions exhibiting a low level of error. 

The ability of HWMS and rolling forecast to 

achieve such low MAPE values is a positive 

indication of their effectiveness in forecasting 

network traffic. The utilization of rolling forecasting,  
 

Table 2. Accuracy ranking based on prediction errors 

No 
Methods 

MAPE 

% 

1 HWMS & Rolling Forecast 20.47 

2 HWMS Only 30.06 

3 FB Prophet 30.45 

4 ARIMA 31.52 

 

 

which incorporates the most up-to-date data for each 

iteration, allows for continuous adaptation to 

changing patterns and dynamics in the network traffic. 

 

e. Comparative analysis 

The calculation results show that not all methods 

provide satisfactory percentage errors in forecasting 

as in Fig. 8.  

HWMS and rolling forecast, represented by the 

yellow lines, consistently exhibit lower MAPE 

percentages compared to the other methods. In that 

graph it can be observed that the accuracy of HWMS 

using rolling forecast is generally below 20% in many 

cells. In cell_10, all methods show relatively similar 

MAPE percentages, suggesting comparable levels of 

accuracy. However, in cell _8, cell_14, cell_35, and 

cell_39, significant differences in MAPE values can 

be observed.  

If sorted from the largest MAPE percentage to the 

smallest, the average accuracy of each tested method 

on 56 cells can be seen in Table 2. 

HWMS with rolling forecast ranks at the top 

position, while ARIMA ranks at the bottom position. 

The sequence of prediction errors from the lowest to 

the highest is as follows: HWMS & rolling forecast 

(20.47%), HWMS only (30.06%), FB prophet 

(30.45%), and ARIMA (31.52%). 

The calculated MAPE values vary due to the 

distinct time series patterns exhibited by each cell. 

These variations can be influenced by the location of 

the cell, such as being situated in a market, residential 

area, or office complex. The variations in MAPE 

percentages among the different methods reflect their 

respective strengths and weaknesses in capturing the 

unique patterns and dynamics of each cell. This 

emphasizes the importance of evaluating and 

comparing multiple forecasting methods to determine 

the most effective approach for different cell 

characteristics present in the dataset.  

When grouped according to MAPE categories, 

the number of cells for each method can be seen in 

Table 3. 

The table of MAPE calculation results is used as 

a reference to determine which category the system  
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Table 3. Number of cells within the MAPE calculation 

range 

Methods 

The number of cells in each MAPE 

category 

Very 

Good 
Good 

Reason- 

able 
Poor 

ARIMA 0 5 49 2 

FB Prophet 0 9 43 4 

HWMS 0 8 45 3 

HWMS & 

Rolling 

Forecast 

0 33 22 1 

 

 

 
Figure. 9 Graph of portion of feasibility test method using 

MAPE 
 

using HWMS and rolling forecast falls into for each 

cell's forecasting. Each cell has its own unique 

characteristics that affect how well a method can 

observe the available data and demonstrate the 

system's suitability.  

ARIMA has the lowest number of cells 

categorized as "Good."FbProphet has the highest 

number of cells categorized as "Poor," with a total of 

4 cells, followed by HWMS without rolling forecast 

with three cells, ARIMA with two cells, and HWMS 

and rolling forecast with the least number of cells, 

only one cell. The performance of HWMS without 

rolling forecast is not significantly different from 

FbProphet, with only a difference of 1 cell in the 

"Good" category. Overall, HWMS and rolling 

forecast perform relatively better than other methods. 

The order of the highest number of cells categorized 

as "Good" from highest to lowest is HWMS and 

rolling forecast with 33 cells, followed by FbProphet 

with nine cells, HWMS without rolling forecast with 

eight cells, and ARIMA with five cells. 

Although overall, each method falls within the 

acceptable threshold for application as they have the 

majority of MAPE percentages categorized as 

"Reasonable." The proportion of feasibility based on 

MAPE categories for each method can be visualized 

in Fig. 9: 

Fig. 9 represents the proportion of system 

accuracy using the HWMS and rolling forecast 

methods compared to other methods. None of the 

researched methods fall under the "Very Good" 

category. However, in the "Good" category, HWMS 

and rolling forecast have the highest percentages. 

HWMS and rolling forecast are able to forecast 59% 

or 33 cells out of the total 56 cells available. When 

compared in this category, the system using HWMS 

and rolling forecast has 45% more cells than the 

HWMS method without rolling forecast. When 

compared to ARIMA and FbProphet, HWMS and 

rolling forecast have a difference of 50% and 37%, 

respectively.  

The finding show that the HWMS and rolling 

forecast methods perform better in terms of accuracy 

compared to other methods. These methods are able 

to forecast a larger number of cells in the "Good" 

category and have the highest ranking of accuracy 

when viewed from the average error among the 

methods tested. The significant difference observed 

when comparing HWMS with and without rolling 

forecast emphasizes the effectiveness of 

incorporating rolling forecast in improving the 

accuracy of forecasts. Furthermore, the HWMS and 

rolling forecast methods demonstrate higher accuracy 

compared to the ARIMA and FbProphet methods. 

This indicates that the HWMS and rolling forecast 

methods have a stronger ability to capture the 

complex patterns and dynamics present in network 

traffic datasets, resulting in more precise forecasts. 

4.2 Implementation of proposed method in 

company 

The forecasting results play a crucial role in 

determining the number of new cells required to meet 

the network's demand. The increase in traffic volume 

reflects the growing demand for internet usage, and 

this growth factor is utilized to estimate the required 

magnitude of physical resource blocks (PRB). The 

calculated growth factor is then added to the PRB 

baseline of each cell, serving as a reference to identify 

cells that necessitate solutions. 

Due to the limited availability of bandwidth 

information in the dataset, which does not provide 

data for each cell, a decision is made based on a 

predetermined criterion. A cell is considered to  
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Figure. 10 Graph of forecasting result + growth factor 

 

require a solution when it exceeds the maximum 

threshold set for LTE 1800 cells with a 20MHz 

bandwidth. Specifically, if the PRB utilization 

reaches or exceeds 80%, it is deemed to exceed the 

safe threshold [12].  

Fig. 10 below illustrates a plot depicting the cells 

that surpass the 80% PRB threshold, providing visual 

insight into the specific cells requiring attention.The 

forecasting results each cell for the next 92 days using 

the internal dataset of 100 cells and the added growth 

factor will identify which cells require solutions. 

Fig. 10 shows that the points above the dashed 

line represent cells that require solutions. The 

forecasting using the HWMS method and rolling 

forecast identified 11 cells that require solutions. On 

the other hand, using the HWMS method without 

rolling forecast identified 9 cells, ARIMA identified 

only 3 cells, and FbProphet identified 12 cells. The 

comparative analysis of these calculations indicates 

that the company may still face bottleneck issues if it 

relies solely on the forecasting results from the 

HWMS method without Rolling Forecast or ARIMA, 

even after expanding the locations that require 

solutions. 

Furthermore, utilizing the calculation results 

from the FbProphet method has the potential for 

capital expenditure (CAPEX) wastage. By using the 

forecasting results from the HWMS method and 

rolling forecast, the company has the opportunity to 

save on implementing one new LTE location. 

To mitigate bottleneck issues and optimize 

forecasting accuracy, it is recommended for the 

company to utilize the HWMS method with rolling 

forecast. By doing so, the company can address the 

identified cell issues more effectively. Additionally, 

the cost savings from avoiding unnecessary CAPEX 

expenditures can contribute to improved financial 

efficiency. 

5. Conclusions 

The forecasting of LTE traffic volume has been 

conducted in Indonesia using holt-winter's 

multiplicative seasonal (HWMS) method and rolling 

forecast. The results show that HWMS and rolling 

forecast can forecast LTE traffic volume with the 

"Good" MAPE category for 33 cells, "Acceptable" 

for 22 cells, and "Poor" for one cell. The MAPE 

evaluation for HWMS and rolling forecast is lower 

than the three other methods. Furthermore, HWMS 

and rolling forecast have more cells by 45% 

compared to HWMS without rolling forecast in the 

"Good" category. The number of HWMS and rolling 

forecast cells in this category is also higher by 50% 

compared to ARIMA and 37% compared to 

FbProphet. Based on these findings, the forecasting 

system using HWMS and rolling forecast methods 

has demonstrated their effectiveness in enhancing the 

accuracy of network traffic forecasting. This system 

is expected to assist telecommunication companies in 

obtaining relevant LTE traffic volume forecast data. 

The results of this LTE traffic forecasting analysis 

serve as a reference for determining network design 

to address bottleneck issues. They are used for 

CAPEX calculation in implementing cost-benefit 

analysis for telecommunication companies. 
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