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Abstract: Voice signals are the most convenient and essential method to establish the communication between 

human beings. The linguistic characteristics of the human being can be recognized with the help of voice signal 

analysis such as the ascent of language, health status, emotions, age, gender, etc. Gender is an unprecedented 

peculiarity of the speakers. This peculiarity can be recognized through the analysis of the voice signals. This paper 

presents the precision value of gender, i.e., transgender, female and male. The live voice samples for females and 

males are recorded as well as the live voice samples for the transgender in India are recorded first time because the 

voice samples of the transgenders are not available at the authenticated sources. The error factor and accuracy is also 

calculated for the proposed model, which is utilized for the gender identification of the speakers by analyzing the 

voice signals. In the proposed work, bidirectional long short-term memory (BiLSTM) architecture with recurrent 

neural network (RNN) model is used as a classification algorithm with mel frequency cepstral coefficients (MFCCs). 

The MFCC is utilized as a trait of the signals used to identify the gender of the human beings. The outcomes of the 

proposed model are not dependent on the content of the articulation and the dialect of the speakers. The precision 

values for female, male and transgender, the accuracy and error rate of the proposed model, depend on applied 

quantities of voice signals in testing and training datasets. The average precision value is 93.91%, 94.70%, 97.43% 

and 95.35%for the male, transgender, female and proposed model, respectively. It is found that the female precision 

value is the highest, and the male has the lowest. Further, the average error rate of the proposed model is 0.045. The 

gender identification accuracy is 95.52%.  

Keywords: Recurrent neural network – bidirectional long short-term memory, Mel frequency cepstral coefficients, 

Accuracy, Precision value, Gender identification, Error rate, Common voice signals. 

 

 

1. Introduction 

Vox signals are an essential and vital path to 

establish the conversation between human beings. 

Voice signals are evoked due to the synchronized 

motions in the vocal tract. Linguistic parameters of 

speech signals can vary due to the movement, shape, 

and position of the vocal tract. So, the voice signals 

can provide the characteristics of the human beings, 

such as health status, age, gender, affective factors, 

etc. Due to these traits of the human being, voice 

signal analysis has multifarious usage, such as 

identification of the gender, age recognition, 

emotion identification, etc. 

Gender of the speaker is a crucial and essential 

characteristic. In the field of voice signal analysis, 

gender identification is a methodology utilized to 

identify biological status of speaker. The model for 

the gender identification experiences many 

challenges, such as changes in the environmental 

noises, voice signals, the area of the recording, etc. 

So, gender identification through the voice signal is 

a very typical and challenging task. The algorithms 

for identifying gender have a variety of applications 

in several fields, such as computerized educational 

systems, medical fields, criminal cases, etc. The 

voice signal analysis benefits healthcare systems, 

disabled people, military systems, etc. Presently, 

researchers pay excellent attention towards the 
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identification of gender because the gender 

identification system is an essential requirement in 

the rapidly developing computerized world. In the 

area of the voice signal analysis, several types of 

identification systems for genders are acquirable as: 

gender-dependent, gender-dependent, voice 

recognition systems, etc. The gender identification 

model can be split into two processes: testing 

process and training process.  

In the training process, the gender identification 

system has to be trained with the voice signals of the 

speakers. The feature extraction from the voice 

signals is performed at the initial stage of the 

training process. The voice signal features are 

accumulated at one point, called the feature vector. 

These feature vectors are basically utilized to train 

classification algorithms to differentiate the speakers 

according to gender. In the testing process, feature 

extraction from the unknown voice samples is just 

like the process of training. The extracted traits of 

unknown voice signals are applied to the trained 

classification algorithm, and the algorithm will 

segregate the gender of the human beings. It means 

that the identification model combines classification 

algorithms, voice signals acoustic characteristics, 

and recorded voice samples. In this process, the 

feature extraction is a very challenging and typical 

task because the acoustic features of the speech 

signals are varied pursuant to the variation in the 

status of the health, emotions of the human beings, 

environment, etc. 

The gender identification system has several 

types of classification algorithms. In the present 

scenario, machine learning algorithms are highly 

recommended in the field of research. The machine 

learning algorithms such as artificial neural 

networks (ANN) and RNN are used in several fields 

such as business, institutions and industries. RNN is 

the unique technique of the ANN algorithm with a 

minimum of three layers. The function of the RNN 

is similar to the function of the human brain. In this 

article, the machine learning algorithm, i.e., RNN is 

used to identify all three genders of the speakers. 

The proposed model can predict the gender of 

human beings with the help of acoustic parameters 

of voice signals, i.e., MFFCs, bidirectional long 

short-term memory with RNN and live recorded 

voice samples. The voice samples are recorded with 

the help of normal common speakers in a noisy 

environment. These recorded voice samples are text-

independent. An ADAM optimization technique in 

classification algorithm is utilized to obtain the 

objective of the proposed work. 

Precision value for identification of gender 

based on voice signal analysis through the execution 

of several classification algorithms such as genetic 

algorithms (GA), fuzzy logic with neural network 

(FL with NN), neural network (NN) and naïve bayes 

(NB) were computed [1]. The average error factor 

for the gender identification systems was also 

reported in the literature by the researcher [2, 3]. 

Several classification techniques, such as deep 

neural network (DNN) with three layers, CNN with 

full weight sharing (FWS), support vector regression 

(SVR-baseline system), etc., was used to recognize 

the gender to achieve the gender identification 

accuracy. The error factor, accuracy and precision 

value of identification model for gender of speakers 

was computed by utilizing voice signals analysis for 

only male and female in the reported literature. The 

researchers always ignore the voice signals of the 

third gender. In the field of voice signal analysis, the 

transgender identification is acquainted for the ‘first 

time’ with the identification of others, i.e. male and 

female, with help of voice signals that are recorded 

from the common human beings. The primary 

purpose of this article is to compute the precision 

values of the male, female, and transgender. The 

error factor and accuracy of the proposed model is 

also computed. All values of the precision values, 

error factor and accuracy are computed after 

analyzing the voice signals of the common human 

being by using BiLSTM-RNN with MFCCs. 

The simulation is conducted, and results are 

analyzed using several datasets and epochs. The 

precision values for female, male and transgender 

are computed by the predicted value obtained from 

the confusion matrix after the execution of the 

classification algorithm. The accuracy and error 

factor are also computed after the execution of the 

proposed algorithm. The precision value for the 

transgender is also computed first time with the help 

of live recorded voice samples. Similarly, the 

accuracy and error factor for the proposed model is 

also calculated based on female, male and 

transgenders. 97.43% is the maximum precision 

average for the female class, while 93.91% is the 

minimum average for the male class. The average 

error rate is 0.045 for the proposed model. Similarly, 

the gender identification accuracy is 95.52%. The 

simulated results are also compared with the 

reported literature. The remaining part of the present 

article is distributed in four sections. The algorithms, 

features and outcomes which are available literature 

is summarised and briefly explained in section 2. 

Section 3 briefly describe the particulars used to 

simulate and analyse the voice signals. This section 

also provides detailed information about voice 

sample datasets. The results after the simulation and 

analysis of the voice signal with the help of 
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classification are explained and discussed in section 

4. The proposed work is summarized in the followed 

section. 

2. Literature review 

Gender identification in field of voice signal 

analysis behaves as a hot cake in the present area of 

the research. The features, such as MFCC, energy, 

pitch, etc., have been extracted from the voice 

signals to recognize the gender of the speaker. These 

acoustic parameters can be used in both phases of 

the gender identification system [4]. MFCC was 

introduced to identify gender in the year 2012. After 

the evolution of MFCC, several changes in the 

property and characteristics of the feature have been 

taken place in the field of analysis of voice signals 

to improve the efficiency of the gender identification 

system. Gender identification has been efficiently 

done in the different domains with the help of 

MFCC [5] because these parameters vary according 

to the language and text of the speakers [6].  

The gender identification system is utilized to 

segregate male and female voice samples after the 

unknown voice samples analysis [7]. Several 

classification algorithms, such as GMM, HMM, 

SVM, etc., are utilized to recognize the gender of 

speakers and compare the calculated result by using 

a method of analysis of the voice signals [8-10]. For 

the binary classification of gender, the SVM 

classification algorithm is commonly used. SVM 

showed good identification accuracy. Some kernels 

are added to the SVM algorithm to improve the 

identification accuracy to increase accuracy. 

Gaussian radial basis function SVM shown 

remarkable identification accuracy compared to 

other kernels of SVM [11]. Another gender 

classification algorithm is the Gaussian mixture 

model (GMM) [12]. Gender identification accuracy 

for the classification system was 97.5% which was 

computed after simulation the algorithms through 

the voice sample analysis. For gender identification 

accuracy, voice signals are recorded in noisy 

environments [13]. 96.4% identification accuracy 

for the GMM classification system was calculated. 

The accuracy was computed for the different voice 

sample datasets [14]. 

The dynamic time warping (DTW) technique is 

utilized for feature matching [6, 15]. The gender 

identification accuracy is 93% for the text-

independent gender identification system. The 

gender identification accuracy can be increased with 

the help of more utilizing spectral features of the 

voice signals. The gender identification accuracy 

can be enhanced by 5% for the VQ classification 

algorithm by using spectral features of the voice 

signals. The system accuracy can be degraded using 

noisy voice signals [16, 17]. The text-independent 

identification system has less accuracy in 

comparison with text dependent system. The 

accuracy of the system can be affected by the age of 

human beings. Gender classification of the young 

speaker shows more accurate outcome than the old 

speaker [18, 19].  

Contour of the male shows a lower value in 

compare to the female speaker [11]. The feature 

‘Energy’ of the voice also varied as per the variation 

the gender of the speakers. The energy of female 

shows a high value compared to male speakers. The 

identification accuracy for multilayer perceptrons 

(MLP) classification algorithm is computed as 

96.4%. 

Similarly, the identification accuracy for vector 

quantization (VQ) was also the same as the 

identification accuracy of MLP. A hybrid algorithm 

was developed with the combination of neural 

networks and VQ. The resultant algorithm is known 

as learning vector quantization (LVQ). LVQ has also 

achieved 96.4% accuracy in the system. In 

comparing GMM, MLP, VQ and LVQ, LVQ shows 

worst identification accuracy of the system [14].  

I – vectors algorithm was the baseline for several 

renowned embedding methods before developing 

deep learning algorithms. The universal background 

and the projection matrix can be learned in the 

probabilistic linear discriminant analysis (PLDA) 

[20]. X – vector algorithm is a deep neural network 

(DNN) based embedding algorithm [21]. The LSTM 

model with DNN achieves 98.4%, the highest 

gender identification accuracy compared with other 

classification algorithms [22]. The exact value of the 

system accuracy is achieved with the help of iCST-

Voting, a semi-supervised approach for identifying 

gender by using the voice signal analysis [23]. The 

gender identification accuracy is calculated at 78.8% 

and 62.3% for the RNN and native bayes algorithms, 

respectively [24, 25]. 

Gender identification accuracy is achieved by 

more than 90% using the SVM classifier [26]. This 

accuracy can be enhanced by using the DNN. The 

working of the DNN is based on learning through 

the input signals instead of conventional learning 

algorithms. Many reported kinds of literature are 

available to decide that deep learning algorithms are 

the best to achieve excellent accuracy results. The 

accuracy of the system is achieved at 95.4% by 

using a deep learning algorithm [23]. The reported 

literature describes that the DNN shows the highest 

gender identification accuracy by analyzing the 

voice signals [27, 28]. In the present scenario, the  
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Table 1. Datasets for precision values and error rate  

 Data sets Male Female Transgender Total 

Set – 1 Training 92 91 95 278 

Testing 8 9 5 22 

Set – 2 Training 88 83 82 253 

Testing 12 17 18 47 

Set – 3 Training 86 87 88 261 

Testing 14 13 12 39 

Set – 4 Training 83 88 80 251 

Testing 17 12 20 49 

Set – 5 Training 87 86 85 258 

Testing 13 14 15 42 

Set – 6 Training 90 93 89 272 

Testing 10 7 11 28 

 

 

CNN and RNN models are commonly used for 

gender identification through voice signals [29]. 

This is the main reason for selecting the RNN 

classifier to discriminate the genders of speakers. 

3. Materials and methods  

Airflow from the lungs, a source of voice signals, 

can be controlled by the muscular action. The voice 

signals have several variations, and the activity of 

the vocal folds controls these variations. Resonators 

of the body are also responsible for generating 

variations in the characteristics of the voice signals. 

The voice signals should have stable characteristics 

to gender identification of the human beings by 

utilization of the analysis of the voice signals. 

Stability of the characteristics can be achieved by 

dividing the voice signals into a tiny portion of time. 

Short-time spectral analysis is used to extract the 

characteristics of the voice signals. In general 

conditions, the small starting time has 

approximately the same characteristics as the voice 

signals for several speakers. The unique and useful 

tidings of the human beings is available in the 

remaining part of the voice signals. Live voice 

samples are recorded at 44.1 kHz for the proposed 

work. 

The fundamental purpose of the gender 

identification model is basically the combination of 

two process. The unique feature of the voice signals 

is extracted and stored as a feature vector in the 

initial step. After this process, the feature of the 

voice samples for the unknown speakers is 

compared with stored feature vectors with the help 

of a classification algorithm. The gender 

identification model provides the decision about the 

genders of the unknown speakers. In the presented 

article, the proposed model for the gender 

identification is utilized MFCC as a feature of the 

voice samples to identify the gender. The RNN-

BiLSTM classification algorithm is also used as a 

decision-maker. The result of the proposed model is 

in the form of a confusion matrix with information 

about the genders of the speakers. 

3.1 Introduction to common voice dataset  

For the proposed work, 300 voice samples in 

each dataset are utilized to recognize the gender of 

the speakers. These voice samples are distributed 

into six datasets. Every set has different training and 

testing samples to clarify the better result. The voice 

samples of all genders are randomly distributed in 

all six datasets, as shown in Table 1. In analyzing 

the voice samples, for the first time, the transgender 

voice samples are used to identify the gender. The 

voice samples for all three genders are recorded in a 

natural environment, i.e., outdoor and indoor 

and.mp3 format. The live voice signals are recorded 

from the ordinary person in India. These live voice 

samples are also recorded in different languages, i.e., 

English and Hindi. 

3.2 Feature extraction  

The extracted traits from signals play a 

significant role in the process of the identification of 

gender. These features have unique characteristics 

about the speakers. The identification accuracy of 

the classification algorithm depends on selecting the 

feature from the number of features. The feature is 

extracted from the voice signals and collected in one 

place, called a feature vector. The feature vector is 

basically used to reduce the search space for the 
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classification algorithm. The operation of the ear is 

the same as the operation of the quasi-frequency 

signals. So, the voice signals are converted into 

short-term spectral voice signals. In the present 

article, MFCC is utilized as a feature because time 

domain features have noisier than the frequency. 

The feature can be extracted from a concise time 

span of the voice signal [30]. 

The frequency domain feature, MFCC, was 

introduced by Davis and Mermelstein [16]. The 

researcher widely utilizes MFCC to identify gender 

because it contains several pieces of information 

about the speaker [19-32]. 

The pre-emphasis is the initial step in the 

process of extraction of the MFCC. The process of 

pre-emphasis is performed to enhance the outcome 

of the identification model. Voice signals area 

combination of high-frequency and low-frequency 

signals. So, in this process, the vigour of high-

frequency signals is augmented. The mathematical 

representation for pre-emphasis process is shown by 

Eq. (1). 

 

                     y(n)=x(n)-0.95x(n-1)    (1) 

 

After the process of pre-emphasis, framing is 

done in second step. The voice signals should be 

contain the stationary property during the process of 

feature extraction. Using the framing process, the 

signals are converted into small pieces. These pieces 

can represent a stationary signal and are useful to 

represent the voice signal feature. The edges of these 

pieces are not smooths. These pieces do not seem 

continuous. So, the windowing function is utilized 

to smooth edges of pieces. After the windowing 

operation, fast fourier transform (FFT) converts 

from time domain to frequency domain signals. The 

spectrum of the signal is easily identified in 

frequency domain. The auditory model response is 

similar to the response of the logarithmic model. So, 

the Mel filter bank is used to achieve the same 

response. To extract the MFCCs, the output of Mel 

filter bank is again converted into the time domain 

from the frequency domain signal. This process is 

completed with the help of discrete cosine transform 

(DCT). The outcome of the process is known as 

MFCC.  

3.3 Classification algorithm 

The gender of the speakers is categorised by 

using the classification algorithms. It is an arduous 

task to select the classification algorithms because 

accuracy of the gender identification model also 

depends on the classification algorithm. The 

functions of the classification algorithms follow the 

same steps as the functions of the supervised 

learning algorithms. The classification algorithms 

always compare the features of the unknown voice 

samples with the feature vectors and provide the 

decision regarding the gender of the speakers. SVM, 

GMM, LDA, and RNN are examples of the several 

classification algorithms to segregate the genders of 

the speakers. The present article uses the RNN-

BiLSTM algorithm with the ADAM optimization 

technique as a classification algorithm. 

3.3.1. Recurrent neural networks 

ANN is a non–linear classifier to identify the 

gender of speakers. The function of the ANN 

performs similar operations just like a human brain. 

The weights and biases continuously change as per 

the applied input signals in the training. The values 

of the weights and biases are continuously executed 

until a negligible variation in the values is achieved 

[33-35]. The architecture of ANN is the combination 

of three layers. The first and initial layer is the input 

layer. The hidden layer is the second layer. The 

output layer is the last layer of the architecture. 

RNN is one of the ANN classification algorithms. 

Voice signals, time series signals, etc., combine 

sequential data. Such type of data can be efficiently 

processed by the RNN classification algorithm. The 

operation of the RNN is totally depend on the inputs. 

Two types of inputs are required to execute the RNN 

algorithm: (a) previously applied input and (ii) 

present input. The prediction of the upcoming input 

depends on the trailing applied input series, which is 

the important factor of the RNN algorithm [36, 37]. 

Short memory is the major drawback of the RNN 

algorithm. The classification accuracy can be 

increased by the improvement in the memory 

capacity of the classification algorithms. The long-

term memory capability of classification algorithms 

can be increased by the utilization of BiLSTM. 

3.3.2. BiLSTM layer  

The BiLSTM layer is a set of two layers. The 

first layer performs the specified operation in one 

flank, while the other layer can operate in opposite 

of previous flank. These characteristics of BiLSTM 

have advantage over the long-short term memory 

(LSTM). The key function of the BiLSTM 

algorithm is to extract and store past and future 

input traits from the voice signals within the 

specified time period. So, the operation of gender 

identification model depends on the outcome of the 

recent past inputs and value of the current inputs. 

One layer of the LSTM produces the hidden and 
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cell states for the input, and the other layer produces 

the reverse order of the hidden and cell states. Both 

are combined to produce an output sequence for the 

BiLSTM layer, as shown in Eq. (2). Similarly, both 

are combined to produce an output sequence for the 

BiLSTM layer, as shown in Eq. (3) [38]. 

 

𝑦𝑡 =  𝑊
ℎ
→𝑡

ℎ
→

𝑡
+ 𝑊

ℎ
←𝑡

ℎ
←

𝑡
+ 𝑏𝑦  (2) 

 

𝑦𝑡 =  𝑊
𝑐
→𝑡

𝑐
→

𝑡
+ 𝑊

𝑐
←𝑡

𝑐
←

𝑡
+ 𝑏𝑦  (3) 

4. Results and discussion 

The voice signals carry vast knowledge about 

the speakers. So, the voice samples have several 

characteristics of the speakers. In this article, the 

precision values for the male, female and 

transgender are computed with the help of MFCC as 

a feature of the voice signals and RNN-BiLSTM 

classification algorithm. The error factor of the 

proposed model is also calculated considering of the 

third gender first time.  

The precision of each gender and the error rate 

of the proposed model can be computed by using the 

outcome values of the confusion matrix. The 

mathematical representation for the precision of the 

class, error factor and accuracy are shown in Eqs. 

(4), (5) and (6), respectively [40].  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑝𝑒𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐𝑙𝑎𝑠𝑠 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑠𝑒 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑝𝑒𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐𝑙𝑎𝑠𝑠 
∗ 100 (4) 

 

𝐸𝑟𝑟𝑜𝑟 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑇𝑁+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
∗ 100 (5) 

 

    Accuracy  =
𝑇𝑃+𝐹𝑃

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
∗ 100              (6) 

 

Where, TP = True Positive  

TN=True Negative 

FN=False Negative 

FP=False Positive. 

 

The voice sample dataset is divided into six sets 

during the experiment. Every set has more than 80% 

of the total samples for the training process. The 

remanent voice samples are available for the testing 

purpose, i.e., less than 20% of the total voice 

samples are available in the testing datasets.  

Table 2.a express the male precision values for 

set 1 to set 3 of the voice samples at different epochs. 

Similarly, Table 2.b contains the male precision 

values for the remaining three datasets at different 

epochs. The values of these tables are computed by 

the output values of a confusion matrix. 
 

Table 2.a Male precision values 

No of Epoch  

Set 1 Set 2 Set 3 

Precision 

(%) 

Precision 

(%) 

Precision 

(%) 

Epoch 2 89.34 92.07 92.79 

Epoch 10 95.15 92.05 94.58 

Epoch 25 95.15 90.76 93.67 

Epoch 50 94.83 90.61 95.57 

 
Table 2.b Male precision values 

No of 

Epoch  

Set 4 Set 5  Set 6 

Precision 

(%) 

Precision 

(%) 

Precision 

(%) 

Epoch 2 90.51 92.11 98.50 

Epoch 10 94.65 94.75 95.17 

Epoch 25 93.49 96.76 97.18 

Epoch 50 93.50 95.20 96.15 

 
Table 3.a Female precision values 

No of 

Epochs 

Set 1 Set 2 Set 3 

Precision 

(%) 

Precision 

(%) 

Precision 

(%) 

Epoch 2 99.59 95.87 98.23 

Epoch 10 98.48 98.24 98.07 

Epoch 25 98.47 98.24 98.30 

Epoch 50 98.47 98.75 98.55 

 

Table 3.b Female precision values 

No of 

Epochs 

Set 4 Set 5 Set 6 

Precision 

(%) 

Precision 

(%) 

Precision 

(%) 

Epoch 2 91.20 97.70 95.45 

Epoch 10 97.25 98.55 96.75 

Epoch 25 96.73 96.69 97.53 

Epoch 50 96.76 96.93 97.93 

 

 

Fig. 1 shows the average precision values for the 

male gender for all six datasets, which is calculated 

from the value of Tables 2.a and 2.b. Fig. 1 shows 

the graphical representation of the precision values 

for the male gender. 

Tables 3.a and 3.b contains precision values 

according to the predicted and true positive values 

for the female gender class. The true positive and 

predicted values are received form the confusion 

matrix after simulation the classification algorithm 

for the different datasets of the same voice samples 

at different epochs. The precision values for the 

female class are calculated with Eq. (4). 

Fig. 2 has the average female precision value for 

all six datasets, and these average precision values 

can be calculated with the help of Table 3.a and 3.b. 

The graphical representation of the precision values 

for the female gender is shown in Fig. 2  
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Figure. 1 Average male precision 

 

 
Figure. 2 Average female precision 

 

 
Figure. 3 Average transgender precision 
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Table 4.a. Transgender precision values 
No of 

Epochs 
Set 1 Set 2 Set 3 

Precision 

(%) 
Precision 

(%) 
Precision 

(%) 
Epoch 2 91.46 97.54 88.89 

Epoch 10 91.41 97.89 93.13 
Epoch 25 90.50 97.89 93.09 
Epoch 50 93.33 96.55 94.25 

 

 
Table 4.b. Transgender precision values 

No of 

Epochs 
Set 4 Set 5 Set 6 

Precision 

(%) 
Precision 

(%) 
Precision 

(%) 
Epoch 2 91.46 97.54 88.89 

Epoch 10 91.41 97.89 93.13 
Epoch 25 90.50 97.89 93.09 
Epoch 50 93.33 96.55 94.25 

 

 
Table 5. Final average precision value for all three 

genders 

Gender 
Average Precision Value 

(%) 

Male 93.91 

Female 97.43 

Transgender 94.70 

 

 

The first time, the precision value for the 

transgender is calculated by using the voice signals. 

The true positive and predicted values are noted for 

calculating transgender precision values for the 

different datasets of the same voice samples at 

different epochs. Table 4.a and 4.b contains the 

predicted and true positive values for the 

transgender class. The precision values for the 

transgender class are calculated with equation (4). 

The value of Fig. 3 shows the average precision 

values for the transgender, which are calculated with 

the help of the values of Tables 4.a and 4.b. Fig. 3 

shows the graphical representation of the precision 

values for the transgender.  

The average precision value for the male class is 

achieved by 93.91%. The precision value for the 

female demonstrates the highest accuracy compared 

to other gender precision values. Precision value for 

the female is 97.43%. While for the transgender, the 

precision value reached 94.70%. Table 5 contains 

the average precision value for males, females, and 

transgender.  

The average precision of the proposed model is 

95.35% in consideration of all three genders. Four 

datasets with the same number of data samples are 

used in the reported literature to calculate the 

precision value for the different classification 

models. These datasets contain only male and 

female voice samples. The average precision values 

are 77.00%, 61.75%, 63.53, and 61.00% for Genetic 

Algorithms (GA), Fuzzy Logic with Neural 

Network (FL with NN), Neural Network (NN) and 

Naïve Bayes (NB), respectively. So, the proposed 

model shows the highest precision values, and NB 

has the worst. Table 6 compares the precision value 

of the proposed model with different classification 

models as reported in the literature [1]. 

The first time, the error factor for the proposed 

model for identifying for all three genders is 

calculated. Tables 7 -12 shows the error rate for the 

different voices samples datasets, i.e., dataset 1 to 

dataset 6 at the different epochs. The error rate is 

varied according to the variation of epochs.  

The average error rate for the proposed model is 

varied from 0.039 to 0.051. The overall error rate for 

the proposed model considering all three genders is 

0.045. Graphical representation for the average error 

rate for the proposed model, which is calculated 

after analyzing the voice signals of male, female and 

transgender speakers, is shown in Fig. 4.  

 

 
Table 6. Comparison of precision value for the proposed model 

Classification 

Algorithms 
Proposed Model GA [1] 

FL with NN 

[1] 
NN [1] NB [1] 

Types of Gender 

Male 

Female 

Transgender 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Precision Value (%) 95.35 77.00 61.75 63.53 61.00 

 

Table 7. Error factor for the dataset 1 

Samples Set 1 Error Factor 

Epoch 2 0.06 

Epoch 10 0.05 

Epoch 25 0.05 

Epoch 50 0.04 

Table 8. Error factor for the dataset 2 

Samples Set 2 Error Factor 

Epoch 2 0.04 

Epoch 10 0.03 

Epoch 25 0.04 

Epoch 50 0.04 
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Table 9. Error factor for the dataset 3 

Samples Set 3 Error Factor 

Epoch 2 0.07 

Epoch 10 0.05 

Epoch 25 0.05 

Epoch 50 0.04 

 

 

Table 10. Error factor for the dataset 4 

Samples Set 4 Error Factor 

Epoch 2 0.06 

Epoch 10 0.04 

Epoch 25 0.04 

Epoch 50 0.04 

 

 

Table 11. Error factor for the dataset 5 

Samples Set 5 Error Factor 

Epoch 2 0.06 

Epoch 10 0.03 

Epoch 25 0.04 

Epoch 50 0.04 

 

 

Table 12. Error factor for the dataset 6 

Samples Set 6 Error Factor 

Epoch 2 0.05 

Epoch 10 0.04 

Epoch 25 0.03 

Epoch 50 0.04 

 

 

 
Figure. 4 Average error rate for the proposed model 

 

The calculated average value of the error factor 

for the proposed model is 0.045 using the voice 

sample of all three genders. In the reported work in 

the literature, the error factors are calculated using 

only male and female voice samples. The average 

error factors were achieved 0.22, 0.21, 0.201 and 

0.203 for deep neural network (DNN) with three 

layers, DNN with five layers, conventional neural 

network (CNN) with limited weight sharing (LWS) 

and CNN with full weight sharing (FWS), 

respectively [2]. Similarly, the average value of the 

error factor for temporal conventional neural 

network (TCNN-back level), support vector 

regression (SVR-baseline system) and random forest 

are 0.03, 0.13 and 0.07, respectively [3]. TCNN 

shows the minimum error factor, and SVR has the 

worst error factor value. Table 13 represents the 

average error rate comparison for the different 

classification models by analyzing the different 

voice sample datasets with types of genders. 

The identification accuracy of the proposed 

system is computed after the execution of the 

classification algorithm. The gender identification 

accuracy for the proposed model is calculated for 

the live recorded voice signals of females, males and 

transgenders. Several researchers computed the 

gender identification accuracy for the females and 

males, but the gender identification accuracy is 

computed first time in the present article with the 

help of live recorded voice samples for females, 

males and transgenders. Tables 14-19 contains the 

computed values of the gender identification 

accuracy at different epochs. Gender identification 

accuracy for dataset 1 is available in Table 14. 

Similarly, the gender identification accuracies for 

datasets 2 – 6 are available in Tables 15-19,  
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Table 13. Comparison of error factor for the proposed model 

Classification 

Algorithms 

Proposed 

Model 

DNN 

with 

Three 

 Layer 

[2] 

DNN 

with 

Five 

Layers 

[2] 

CNN-

LWS 

[2] 

CNN-

FWS 

[2] 

TCNN 

[3] 
SVR [3] 

Random 

Forest [3] 

Types of Gender 

Male 

Female 

Transgender 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Precision Value 

(%) 
0.045 0.22 0.21 0.201 0.203 0.03 0.13 0.07 

 

 
Table 14. Gender identification accuracy for the dataset 1 

Set 1 Percentage Accuracy  

Epoch 2 93.60 

Epoch 10 95.35 

Epoch 25 95.06 

Epoch 50 95.78 

 

 

Table 15. Gender identification accuracy for the dataset 2 

Set 2 Percentage Accuracy  

Epoch 2 95.61 

Epoch 10 96.61 

Epoch 25 96.27 

Epoch 50 95.94 

 

 

Table 16. Gender identification accuracy for the dataset 3 

Set 3 Percentage Accuracy  

Epoch 2 93.33 

Epoch 10 95.36 

Epoch 25 95.11 

Epoch 50 96.20 

 

 

respectively. It is observed that the gender 

identification accuracy of the proposed model is 

changed according to the variations in number of 

testing and training voice samples and the number of 

epochs.  

The gender identification accuracy shows the 

variation according to the variations in the set. The 

average gender identification accuracies for the 

different sets varied from 94.95 % to 96.11 %. The 

gender identification accuracy for the proposed 

model is 95.52%, computed after the voice signals 

analysis of female, male and transgender. Fig. 5 

explains the graphical gender identification accuracy 

for datasets 1 – 6. These accuracies are computed by 

analysing the live recorded voice signals of females, 

males and transgender.  

The gender identification accuracy for the 

proposed model is 95.52%. This accuracy is  
 

Table 17. Gender identification accuracy for the dataset 4 

Set 4 Percentage Accuracy  

Epoch 2 93.69 

Epoch 10 95.85 

Epoch 25 95.58 

Epoch 50 95.85 

 

 

Table 18. Gender identification accuracy for the dataset 5 

Set 5 Percentage Accuracy  

Epoch 2 93.77 

Epoch 10 96.53 

Epoch 25 96.37 

Epoch 50 96.06 

 

 

Table 19. Gender identification accuracy for the dataset 6 

Set 6 Percentage Accuracy  

Epoch 2 94.96 

Epoch 10 96.13 

Epoch 25 96.83 

Epoch 50 96.37 

 

 

achieved by analysing the live recorded voice 

samples for females, males and transgender. The 

identification accuracy was calculated by several 

researchers in the reported works of literature, but 

the analysis of female and male voice signals mainly 

computes these accuracies. In the published 

literature, the identification accuracy was 76.27% 

for the RNN classification algorithm [5]. Similarly, 

96.00%, 99.60%, 80.00%, 96.40% and 94.60% were 

the gender identification accuracy for the 

conventional neural network (CNN), deep neural 

network (DNN), back-end system, Gaussian mixture 

model (GMM) and learning vector quantization 

(LVQ), respectively [14, 39-42]. The gender 

identification accuracy for neural networks (NN) 

was achieved by 88.37% after analysing all three 

genders [43]. This accuracy was computed by 

analysing the small number of voice samples, and  
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Figure. 5 Percentage accuracy for different datasets 

 
Table 20. Comparison of percentage accuracy for the different classification algorithm 

Classification 

Algorithms 

Proposed 

Model 

RNN 

[39] 

CNN 

[40] 

DNN 

[41] 

Back-

end 

System 

[42] 

GMM 

[14] 

LVQ 

[14] 
NN [43] 

Types of Gender 

Male 

Female 

Transgender 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Male 

Female 

Transgender 

Percentage 

Accuracy 
95.52 76.27 96.00 99.60 80.00 96.40 94.60 88.37 

 

 

the source of the voice samples is not mentioned in 

the literature. The proposed model achieves high 

gender identification accuracy compared to the other 

reported literature considering all three genders. 

Table 20 represents the proposed model percentage 

accuracy compared with the different classification 

models reported in the literature after analysis for 

the different voice samples of genders. 

5. Conclusion  

The estimation of precision value for the male, 

female, transgender, and error factor for the 

proposed model are computed in the presented 

article. The common live voice samples are used to 

calculate the error factor of the proposed system. 

The precision values for female, male and 

transgender are computed. The live voice samples of 

the female, male and transgender are recorded at 

44.1 kHz. The voice signal analysis is performed 

with the help of the RNN-BiLSTM classification 

algorithm and MFCC as extracted features. The 

precision value for the transgender is computed first 

time by using the live recorded voice samples, 

which are unavailable at any recognized sources. 

The classification model achieved the average 

precision value of 97.43%, 93.91%, and 94.70% for 

female, male and transgender classification, 

respectively. The average precision value for the 

proposed model is 95.35%. The computed precision 

value is the highest compared with the reported 

literature. The average error factor of the proposed 

model is computed as 0.045. After the analysis of 

the live recorded voice samples, it is observed that 

the female gender shows the highest precision value 

compared to the other genders. On the other hand, 

the lowest precision value is computed for the male 

gender. It is also observed that the error rate and 

precision value can be improved if the number of 

training samples is increased. The value of the error 

rate for the proposed model can be decreased by 

improving the quality of the recorded voice samples.  
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