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Abstract 
The article explores little-studied dichotomous analysis. Dichotomous analysis is used in 

practice to solve many problems. However, to date there has been little research into the theory of 
dichotomous analysis as a special type of analysis. Dichotomous analysis includes three stages: 
decomposition of reality, composition of models and study of the resulting models. Decomposition 
is implemented using dichotomous division. Three types of dichotomous division are described, 
which produce three types of division results. Dichotomous analysis has different implementations. 
Dichotomous analysis is divided into: oppositional, aggregative, elemental. Elemental dichotomous 
analysis is performed using onomasiological division. Onomasiological division allows us to obtain 
information units or elements of the system under study. The article explores three types of 
dichotomous decomposition: decomposition to the selection of only parts or elements; 
decomposition to the selection of parts and constructive connections between them, decomposition 
to the selection of parts and causal connections between them. The content of the levels of 
dichotomous division is revealed. A formalization of the dichotomous composition is given. 
The relationships between the objects of decomposition in dichotomous analysis are described. 
A structural diagram of dichotomous decomposition is presented. Dichotomous decomposition 
does not apply to all objects, but only to those that have the property of separation. The dichotomy 
can be interpreted as a property and as a method. To describe multi-level decomposition, we use 
the apparatus of tensor algebra. In dichotomous decomposition and composition, paradigmatic 
and syntagmatic relations are used. The article describes the mechanism for searching for 
connections in dichotomous decomposition. The Bradford Hill model was used for this purpose. 
This model is transferred from the field of medicine to the field of information field. 

Keywords: analysis, dichotomous analysis, dichotomy, decomposition, composition, 
information. 

 
1. Introduction 
Dichotomous analysis includes three stages: decomposition of reality, composition of models 

and study of the resulting models. Dichotomous decomposition uses different types of division: 
oppositional division, dichotomous (aggregative) division and onomasiological division. 
Oppositional division is a special case of dichotomous division. Onomasiological division is more 
detailed than dichotomous division. Dichotomous division (Deshko, Tsvetkov, 2023) occurs to 
parts or elements according to the task. Onomasiological division is performed up to elements or 
information units. Division is the first step prior to analysis. 
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Dichotomous analysis (Tsvetkov, 2014a; Tsvetkov, 2014b) uses primarily a qualitative 
approach and secondarily qualitative and quantitative approaches. In dichotomous analysis, 
dichotomous variables are used. Dichotomous variables are a generalized concept. Dichotomous 
variables are obtained by oppositional division (Deshko, Tsvetkov, 2021) (variables 1); with 
onomasiological division (variables 3) and with dichotomous division (variables 2). 

Dichotomous variables are the basis of dichotomous analysis because they are the basis for 
forming models and putting forward hypotheses. Dichotomous analysis can be defined as analysis. 
based on obtaining and applying dichotomous variables. The initial material for division is the 
information set in the information field. 

Dichotomous analysis can be divided into oppositional (dichotomy 1), aggregative 
(dichotomy 2), elemental (dichotomy 3). Opposition analysis uses opposition variables. Aggregate 
analysis uses aggregates or parts obtained by division. Elemental analysis uses elements (variables 
3) obtained by division (dichotomy 3). 

Variables 3 are formed on the basis of onomasiological division (Bolbakov et al., 2022) from 
the original information set. Variables 3 can be called onomasiological information units 
(Ozhereleva, 2014; Tsvetkov, 2014c). 

The first stage of dichotomous analysis or dichotomous division is based on detail. Detailing 
is carried out using qualitative and quantitative analysis. detailing is complemented by modeling. 
This modeling uses features of similarities and differences (Zaphiris, Sarwar, 2006). 

There is a difference between dichotomy 2 and dichotomy 3. The difference is that dichotomy 
2 can occur as a one-time process. This process can be interrupted at any stage. The degree of detail 
of an object is subjective. Dichotomy 3 is carried out in stages until the division ends in indivisible 
elements or information units. Dichotomy 3 identifies relationships, of which the most important 
are cause-and-effect relationships. Cause-and-effect relationships are logically described through 
implicative relations. They can be expressed either by logical following (Etchemendy, 1988; 
Shapiro, 2011) or by a logical chain (Perdicoúlis et al., 2016; Deshko, Tsvetkov, 2022). Cause-effect 
relationships are used in information and geoinformation technologies for decision-making 
(Tsvetkov, 2019) 

 
2. Discussion and results 
Features of dichotomy 3. 
Dichotomy 3 is based on onomasiological division (Bolbakov et al., 2022). Onomasiological 

division is based on cognitive clustering, mathematical clustering or qualitative comparison of 
similarities/differences. Onomasiological division involves the identification of clusters and parts 
and the subsequent division of these parts until indivisible elements are obtained. Onomasiological 
division differs into three types. 

1. Division until indivisible elements is obtained. 
2. Division to elements with finding connections between parts and elements. 
3. Division to elements, with finding connections between parts and elements and 

highlighting cause-and-effect relationships. 
Type 1 division is called simple or "object" division. It is similar to breaking down a pile of 

bricks into individual bricks. 
Type 2 division is called bonded division or "linked division". It is more complex compared to 

the division of the first type. It is similar to disassembling a mosaic painting into pieces for its 
restoration and subsequent restoration. Type 3 division is called cause-and-effect division. This 
division is the most complex, it is called the “causal-related” division. An example is the analysis of 
traffic flow in a metropolis and identifying the causes of traffic delays. 

Dichotomy 3 uses the division procedure (Deshko, Tsvetkov, 2023) several times. Division is 
completed when indivisible elements are obtained. Indivisible elements in the information field are 
information units. Dichotomy 3 ends with the receipt of information units. 

In the information sphere, the source material of dichotomy 3 is the information set. The initial 
onomasiological division is performed according to qualitative criteria (Kozlov, 2018). Qualitative 
analysis is the main method of division. In the final division, comparative analysis and the 
information correspondence method are used. By dividing different parts, similar objects or elements 
can be obtained. such similarities are revealed on the basis of comparative analysis. Comparative 
analysis is carried out using generalized and particular models, that is, at all levels of division. 
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Once the division is complete, the second part of the dichotomous analysis begins: 
generalization. comparison and modeling. The main tool for generalization and comparison is 
metamodeling (Tsvetkov i dr., 2020; Rogov, 2021; Tsvetkov et al., 2020). Metamodeling can be 
considered as ontological modeling. Comparison is performed by parameters, by connections, by a 
combination of connections and parameters, and by objects. In addition, comparative analysis is 
performed based on the states of objects. “Cause-and-effect” analysis is performed using correlative 
relationships (Tsvetkov, 2012). Comparative analysis of states uses the method to compare the 
current state of an object with the previous state. 

Comparative analysis is essentially dichotomous. It performs pairwise comparison of features 
of compared objects or pairwise comparison of features of one object in different states. 
The identified similarity/difference serves as a basis for the presence/absence of a connection or 
pattern. Similarity/difference detection can be applied to a collection of objects. The presence of 
similarities provides grounds for combining objects into a group. Deep comparative analysis allows 
you to identify indirect connections or dependencies. Information comparative analysis uses 
information models. Primary comparative analysis is carried out upon receipt of primary fact-
fixing models. 

Parameters for dichotomous analysis. 
Let us introduce the concept of information set (IS) and division object (O). Dichotomous 

division is multi-level. At the first level, the division object is divided into parts of the first level 
(DV1, DV2,... DVn) here n1 is the number of division objects (parts) at the first level. 

DV1  DV2  …  DVn1 =1 (1) 
Any subsequent level is also subject to division. For example, the first level object DV1 can be 

divided into parts: DV11, DV12, ... DV1n1. here n2 is the number of division parts of object DV1 at 
the second level. For them there is a logical expression 

DV11  DV12  …  DV1n2 =1 (2) 
To divide the DV11 object at the third level, you can enter a designation using small 

characters. The parts of the DV11 object can be the following: Dv, Dv2, ... Dvn3. For them there is a 
logical expression 

Dv1  Dv2  …  Dvn3 =1 (3) 
In expression (3), n3 is the number of parts of the DV11 object. To divide the Dv1 object at the 

fourth level, you can enter a designation for the parts in the form of double numbers. Object Dv1 

will have parts Dv11  Dv12  …  Dv1n4. Object Dv2 will have parts Dv21  Dv22  …  Dv2m4. 
Here n4 is the number of parts at the fourth level of object Dv1; m4 – number of parts at the fourth 
level of object Dv2. For them there is a logical expression 

Dv11  Dv12  …  Dv1n3 =1 (4) 

Dv12  Dv22  …  Dv2m4=1 (5) 
In expressions (4), (5) n4 is the number of parts of the object Dv1; m4 – number of parts of 

object Dv2. You can apply set-theoretic relations to the analysis of dichotomous parameters. 
Expressions (1)-(5) are conditions for the integrity of the dichotomous division. They can also be 
called integrity relationships. The relation of integrity in a dichotomous division means that the 
parts of the division of the same level in the aggregate represent an integral object. The object of 
dichotomous division can be an object of reality, an applied system (Demyanov, 2013; Tsvetkov, 
2005), a model, a phenomenon. 

Along with the relations of integrity for dichotomous parameters or parts of division, there 
are relations of belonging. For the first level, the relation holds. 

(DV1, DV2, … DVn1)O (6) 
For the second level there are relations 

(DV11, DV12, … DV1m1)DV1 (7) 

(DV21, DV22, … DV2m12)DV2 (8) 

(DV31, DV32, … DV3m13)DV3 (9) 

(DV41, DV42, … DV4m14)DV4 (10) 

(DVm11, DVm12, … DVm1mm1)DVn2 (11) 
For the third level there are relations 

(Dv11, Dv12, … Dv1m21)DV11 (12) 
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(Dv21, Dv22, … Dv2m22)DV12 (13) 

(Dv31, Dv32, … Dv3m22)DV13 (14) 

(Dvm11, Dvm12, … Dvm1m2m1)DVm1 (15) 
Dichotomous parameters are not limited and can have any finite number, the number of 

which is determined by the division criterion. The number of dichotomous parameters of one level 
can be arbitrary and varies depending on the analysis criterion and the division criterion. 

Dichotomous parameters of the same level are related by the inequality relation. 

DV1 DV2; DV11  DV12; Dv11  Dv12 (16) 
Dichotomous parameters of different levels are also related by the inequality relation. 

DV1 DV11; DV2 DV12; Dv11  DV11 (17) 
The inequality relation is not strict and binding. You may find that some parts are similar and 

some are the same. The main thing is the attitude of integrity and belonging. The particular 
structure of the dichotomous and onomasiological division is shown in Figure 1. 

 

O

1DV 2DV 3DV DVI DVn1

11DV 12DV 13DV I1DV DV1n2

1Dv 2Dv 3Dv DvI DVn3

DV1n4DV11 DV13DV12

 
 

Fig. 1. Simple dichotomous decomposition 
 
Figure 1 shows the recurrent decomposition procedure. Dichotomous division can end at any 

level. Onomasiological division continues until indivisible parts or elements are obtained. 
Dichotomy can be interpreted as a property. Dichotomous division is a method. Dichotomous 
division can be complete or partial. A complete dichotomous division is an onomasiological 
division into information units. Partial dichotomous division is a one-time division of an object 
into parts. Dichotomous division allows the formation of a structural model and helps to assess 
complexity. 

To describe the dichotomy, you can use the tensor approach. 

 
In expression (18) j – means the division level; i - means the current number of the division 

element within this level. O – means the original object of division. D – denotes part of the 
dichotomous division. Notation (18) is more compact and is general for any number of levels. 
Levels can be identified with paradigmatic relationships (Elsukov, 2019). 

Expression (18) describes the division part. It must be supplemented with a division index. 

 
The division index shows the number of division parts for the j-th level (i=1...n) and the total 

number of dichotomous parameters. 
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Finding connections in dichotomous decomposition 
Finding parts is an explicit procedure. Finding connections includes explicit and implicit 

procedures. Implicit procedures are used when there are implicit connections. The onomasiological 
division is complete. Therefore, consider it as a generalization of the dichotomy. 

The search for connections in onomasiological division begins with a correlative analysis. 
Correlative analysis (Tsvetkov, 2012), in contrast to correlation analysis, is aimed at identifying the 
presence or absence of connections between two objects. It includes several stages. The first stage 
includes simple questions: is there a connection or not?; is the connection possible or not?, what is 
the nature of this connection? This analysis is performed based on object parameters or object 
states. Accordingly, such connections are called: connection by parameters; state connection. 
Among many methods, natural language logic and qualitative argumentation are used (Miguel-
Tomé, 2021; Piera, 2019). The use of qualitative argumentation creates more valid results of 
dichotomous analysis. 

One of the qualitative criteria is the Bradford Hill criteria (Hill, 1965). They use state 
estimation. Bradford Hill did the diagnostics. Therefore, his methodology must be transformed into 
an information field. He proposed nine “aspects of association” for data analysis. In the information 
field they should be called factors. These became, over time, the fundamental principles of cause and 
effect. Therefore, they are called criteria for the presence of causality or effect. 

Hill's nine aspects are: strength of association, consistency, specificity, temporality, biological 
gradient, plausibility, coherence, experiment, and analogy. 

Strength of association is interpreted as “strength of connection.” The stronger the 
relationship between cause and effect, the more likely it is that the relationship will be cause and 
effect. There is a probabilistic logic to this criterion (Lonsky et al., 2021). Determining whether a 
connection is “strong” or weak is subjective. Therefore, cognitive logic is used to assess this factor 
(Savnykh, Tsvetkov, 2021). 

The criterion of consistency is polysemic. It has different meanings. For example, 
consistency, consistency, density, composition. It is also interpreted as reproducibility and 
consistency. The essence of the criterion is that numerous studies and different methods indicate 
the presence of facts that show a stable connection between the two factors. This criterion is basic 
for identifying the presence of causation. 

The criterion of specificity is the presence of distinctive factors that distinguish a given 
situation from others. The criterion must be interpreted as “situational specificity”. 

The temporality criterion says that the appearance of a connection either depends on 
temporal factors or does not depend. 

The term biological gradient should be interpreted as a gradient and differential dependence. 
The criterion of plausibility is interpreted unambiguously as plausibility. Plausibility: 

the existence of a plausible explanation for the mechanism of a causal relationship increases the 
likelihood of its existence. It means there is evidence that a relationship is plausible or an 
explanation for the relationship. This criterion is developed by the Dempster-Shafer theory (Shafer, 
1992). The method of reasoning with uncertain information, known as Dempster-Shafer theory, 
arose from a reinterpretation and development of the work of Arthur Dempster and Glenn Shafer 
in his book The Mathematical Theory of Proof (Shafer, 1976). More recent versions of the 
Dempster-Shafer theory include the Transferable Belief Model and the Theory of Hints. 

The criterion of coherence is close to the concept of complementarity. 
The experiment criterion means the need to confirm conclusions and reasoning using an 

experiment. 
The analogy criterion requires reference to analogues as a means of confirming the reliability 

of reasoning. This criterion is associated with the theory of preferences (Tsvetkov, 2015), as a 
method for comparing analogues and confirming analogies. 

All of the above criteria are conditional, since they are focused on medical diagnostics. In the 
information field they may have a different interpretation. 

 
3. Conclusion 
The main purpose of dichotomous analysis is to remove information uncertainty and build a 

structure. Dichotomous analysis can be considered as a type of structural analysis. It is necessary to 
distinguish between a dichotomous analysis and the result of a dichotomous analysis. The object of 
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dichotomous analysis is everything, which is subject to dichotomous division. This is an object, 
a system, a model. The result of dichotomous analysis is a model and its description. This model 
can be descriptive or procedural. The importance of the model is determined by the objectives of 
the study. The result of dichotomous decomposition is dichotomous parameters. After division they 
represent a disparate aggregate. After analysis, they represent a complete system. Dichotomous 
analysis allows you to create systems of elements and assemblies. The results of dichotomous 
analysis are subject to certain conditions. Dichotomous analysis is a tool for constructing structure 
and a means of structural analysis. Dichotomous analysis with complex cause-and-effect division is 
a tool for cause-and-effect analysis. It allows you to find cause and effect. Depending on the 
purpose of the dichotomous analysis, different results are obtained. For the dichotomous there is 
the concept of level of analysis. The result of a dichotomous division is parts of one or more levels 
of division. The complete division is the onomasiological division. Dichotomous divisions can be 
systemic, cognitive and recurrent. The result of division is indivisible elements and parts at all 
possible levels of division. Dichotomous analysis awaits further logical and functional research 
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