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1. Introduction
The term “lung disease” refers to a variety of disorders that 

affect the lungs, such as asthma, chronic obstructive pulmonary 
disease (COPD), infections like influenza, pneumonia, 
tuberculosis, lung cancer, and other breathing problems. Some 
lung diseases can even result in respiratory failure [1]. According 
to the 2017 Behavioral Risk Factor Surveillance System (BRFSS) 
survey, approximately 22.5 million (9.1 percent) adults residing 
in the United States and 7.9 percent of children from twenty-
seven states and the District of Columbia reported currently 
having asthma. About 16.3 million adults (6.6 percent) reported 
ever being diagnosed with COPD. Close to 33.2 million adults 
(13.4% reported being diagnosed with chronic lung disease [2]. 

In most of the cases, doctors rely on X-ray images to diagnose 
lung diseases. However, they face many daily challenges, with 
perhaps the greatest difficulty being the large number of chest 
radiographs to be reviewed. Additionally, the interpretation of 
X-rays image can lead to medical misdiagnosis, even among the 
best practicing doctors [3].

Among the available studies on detecting lung diseases in 
chest X-ray (CXR), one of the most interesting is that of M.T. 
Islam, et al. (2017) [4]. Their study used ensemble deep learning 
models to improve the classification of cardiomegaly compared 
to a single deep learning model. Although the study had an 
impressive accuracy of 93.0% and an area under the ROC curve 

(AUC) score [5] of 0.97, it mainly used image classification 
methods to detect cardiomegaly disease. Therefore, the method 
in that study is difficult to apply for the detection of many other 
lung diseases. Another study by H. Huang, et al. (2021) [6] used 
the Yolo [7] model to detect fourteen lung diseases from the 
VinBigData dataset [3]. However, the image processing stage in 
the Huang study only removed images without disease and resized 
images to 512x512 pixels. The resulting mean average precision 
at a threshold of 0.5 was not high, with a baseline model of 0.21 
and 0.34 after model selection and hyperparameters tuning.

This study applies a state-of-the-art deep learning model 
to detect lung diseases in five out of fourteen categories in 
the VinBigData dataset, including aortic enlargement [8], 
cardiomegaly [9], interstitial lung disease (ILD) [10], infiltration 
[11] and nodule/mass [12]. Transfer learning techniques were 
applied by employing a pre-trained RetinaNet [13] model with 
a ResNet101 [14] backbone, in combination with the smooth L1 
loss function [15] for bounding box regression and focal loss 
(FL) [13] for image classification. Weighted box fusion (WBF) 
[16] was applied in the first stage to eliminate overlapping 
ground truth bounding boxes and in last stage to eliminate 
overlapping predicted bounding boxes. The FPN [13] and FL-
based RetinaNet provide an end-to-end approach that achieves 
high accuracy. The evaluated score from multiple metrics of this 
solution is promising, accurate, and can be encapsulated via a 
website to aid doctors in thoracic lung disease detection.
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2. Materials and methods

The original dataset, consisting of 18,000 poster-anterior (PA) 
chest X-ray (CXR) scans in DICOM format with total size is 
191.82 GB, was supplied directly by VinBigData [3]. However, 
this study utilised the dataset indirectly provided by VinBigData, 
which was converted to JPEG images with a total size of 3.4 GB 
[17]. This pure Vietnamese dataset includes 15,000 CXR images 
for training and 3,000 images used to evaluate algorithm models. 
The data were collected from 108 Military Central Hospital and 
Hanoi Medical University Hospital, with each image read and 
diagnosed by professional clinicians. 

Of the 18,000 X-ray images provided, 15,000 images were used 
for the training set, with each image having multiple annotations by 
doctors via a CSV file. The remaining 3,000 images were used for 
the test set without any annotations. All images in the training set 
were labelled for the presence of 14 diseases: aortic enlargement, 
atelectasis [18], calcification [19], cardiomegaly, consolidation 
[20], ILD, infiltration, lung opacity [21], nodule/mass, other lesion, 
pleural effusion [22], pleural thickening [23], pneumothorax [24], 
and pulmonary fibrosis [25]. The “No finding” class was used to 
indicate the absence of all the above findings.                   

The annotations for the training data consist of one row for 
each object, including the type of disease and offset value of the 
ground truth bounding box. The following columns are included 
with each row: image_id: image filename, class_name: the name 
of the diagnosed disease of the object (or No finding), class_id: 
the ID of the disease of detected object, rad_id: the ID of doctor 
who made the observation, and x_min, y_min, x_max, y_max: the 
offset values of the object’s bounding box. If the class_name is 
“No finding,” then the values in the columns (x_min, y_min, x_
max, y_max) are not a number (NaN) as shown in Table 1.
Table 1. Sample ground truth from the doctors.

image_id class_name class_id rad_id x_min y_min x_max y_max

50a418190bc3fb1ef1633bf9678929b3 No finding 14 R11

21a10246a5ec7af151081d0cd6d65dc9 No finding 14 R17

9a5094b2563a1ef3ff50dc5c7ff71345 Cardiomegaly 3 R10 230.0 458.0 551.0 610.0

051132a778e61a86eb147c7c6f564dfe Aortic 
enlargement 0 R10 421.0 247.0 537.0 339.0

063319de25ce7edb9b1c6b8881290140 No finding 14 R10

2.1. Data analysis

The original CSV file had 67914 rows with 15,000 images, 
with each row containing the annotation of each image’s ID by 
an individual doctor. As a result, each image was diagnosed by 
many doctors. The positive class names are the 14 diseases, 
which account for 36,096 (53%) annotations and 4,394 (29%) 
images. The rest of the training data belongs to the negative 
class, which is “No finding” - as shown in Fig. 1.

Fig. 1. The number of classes.

Fig. 2. The number of annotations of each doctor.

Figure 2 illustrates the relationship between the number of 
classes and the doctors’ contribution by plotting their contributions. 
The dominance of the “No finding” class is due to the difference in 
the doctors’ contributions. Fourteen out of the seventeen doctors 
have 80% of the “No finding class” in their contribution, and six 
of them have 100% of the “No finding” class. Meanwhile, certain 
doctors mainly annotated all images with positive classes (i.e., those 
that are not “No finding”).

In object detection, the negative class name is not used to train 
model, so all annotations of the negative class need to be dropped. 
Based on our analysis of the explored data and data description, 
we divided the doctors with positive classes into two groups. All 
annotations of doctor number 8 (R8), doctor number 9 (R9), and 
doctor number 10 (R10) contain almost all images with positive 
classes, 4,146 images, which account for 94.35% of the images. All 
annotations from doctor number 11 (R11) through doctor number 
17 (R17) are included in 248 images with positive classes that are 
not the same images of the first group (of R8, R9, R10). 

Based on the heatmap of the bounding boxes of the classes, 
the diagnostic consistency of three doctors and disease location, 
the first group is considered a standard dataset for training models. 
In addition, both groups of doctors have mismatched annotations. 
Pneumothorax is known as a collapsed lung, but as shown in Fig. 3, 
the annotations from R10 indicate the pneumothorax is detected in 
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the middle bone. R10 also labelled that location as “Other lesion,” 
which is why the pneumothorax and “Other lesion” have the same 
offset values of bounding boxes. This way of annotation has a 
problem. R10 may have intended to label that location as “Other 
lesion” but mistakenly labelled it as pneumothorax, or they may 
have forgotten to remove the pneumothorax annotation.

Fig. 3. Examples of wrong annotation from doctors.

Figure 4 shows the heat map of all bounding boxes of 14 
diseases in this dataset. Only two diseases, aortic enlargement and 
cardiomegaly, have centralized bounding boxes. The bounding 
boxes of the other diseases are too scattered. For instance, the ILD 
bounding boxes are located in two main regions (one on the left 
and one on the right side of the chest), but within these regions, the 
diseases can be labelled at different locations. The areas marked 
with ILD on the right side of Fig. 5, annotated by R11, are smaller 
than that annotated by R15. The reason for the difference in the 
bounding boxes for this ILD by different doctors is that some 
doctors may want to identify the damage clearly and draw the box 
right at the damaged tissue position, while other doctors draw the 
box bigger to encompass the entire location. The bounding boxes 
for pneumothorax, consolidation, and lung opacity are also located 
in two main regions, the left and right side of the chest, but are 
concentrated mainly on the right side. Another particular case that 
shows inconsistency in annotation is “Other lesion.” Although 
it mainly locates in the middle region, it can appear at many 
different regions, resulting in a high dispersion of the bounding 
box positions for “Other lesion.” 

Figure 5 clearly shows the scattered property of the bounding 
box distributions. The ground truth bounding boxes of “Other 
lesion,” annotated by different doctors, are located in three 
different main regions, namely, lower right-hand area, right lung 
location, and the upper part of the neck. The “Other lesion” in the 
VinBigData dataset refers to a lesion of the thoracic lung that does 
not belong to the 13 other mentioned diseases (aortic enlargement, 
atelectasis, calcification, cardiomegaly, consolidation, ILD, 
infiltration, lung opacity, nodule/mass, pleural effusion, pleural 
thickening, pneumothorax, and pulmonary fibrosis). Another 
example that clearly shows inconsistency in annotation is the 
image on the right side of Fig. 5, which shows ILD disease. It can 
be observed that the sizes of bounding boxes annotated for ILD 
very greatly among different doctors.

Fig. 5. Examples of inconsistency in doctors’ diagnoses.

2.2. Data processing

Because of all of the differences in the size of the bounding 
boxes mentioned above, in this study, we did not eliminate the 
ground truth bounding boxes but modified them based on the Fig. 4. Heat map for the 14 different diseases and “No finding”.
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Intersection over Union (IoU) of all bounding boxes in the same 
class. There are several techniques depending on IoU, such as 
Non-Maximum Suppression (NMS) [26], Soft Non-Maximum 
Suppression (Soft-NMS) [27], and WBF [16] (Table 2). This study 
applied all three techniques to compare their results.
Table 2. Performance of NMS, Soft-NMS and WBF IoU techniques.

Number of boxes

Original boxes 36,096
NMS@0.5 23,940 (↓ 33.7%)
Soft-NMS@0.5 32,273 (↓ 10.6%)
WBF@0.5 23,955 (↓ 33.64%)

Figure 6 explains the difference between NMS and WBF. WBF 
is based on all the ground truth bounding boxes of three doctors 
(R8, R9, R10) and generates the new bounding boxes. In another 
circumstance, the NMS chooses the bounding boxes with highest 
confidence score. However, in this case, all bounding boxes are the 
ground truths, and therefore all of the confidence scores of those 
boxes are equal to 1. Consequently, NMS chooses randomly. In 
Fig. 6, NMS randomly chose the ground truth bounding box of 
doctor R2. That is why the performance of WBF is better than 
that of NMS because it generates new bounding boxes based on 
all information on the ground truth bounding boxes of the doctors. 
Fig. 7 shows the different performances of NMS and WBF with 
an IoU threshold equal to 0.2. NMS eliminates the large “Other 
lesion” ground truth in the middle, while WBF generates new 
ground truth based on all ground truth bounding boxes. resulting in 
new large “Other lesion” ground truth bounding boxes on the left.

Fig. 6. Comparison of the NMS and WBF techniques.

Fig. 7. Performance of NMS and WBF at an IoU threshold of 0.2.

Based on the data analysis section, the original dataset was 
split into two groups. The first group contains all annotations 
of R8, R9, and R10, which account for almost all of the images 
(94.35%) and is called the standard dataset. The second group 
contains all annotations from R11 through R17, which contains 
other parts of images and has many errors in the bounding boxes 
due to inconsistent diagnoses by doctors. After processing this 
group, it is called the Additional Dataset.

Figure 8 shows that the performance of WBF varies with 
different IoU thresholds. When the IoU is 0.3, WBF reduces 
several ground truth bounding boxes, while at an IoU of 0.2, the 
new ground truth bounding box on the top right contains the wrong 
location of the calcification disease. That is why we must calculate 
the IoU of each disease with different diagnoses of doctors and 
then obtain the average value of those IoUs. This study used the 
standard dataset to calculate the average value of all diseases 
except “Other lesion” and pleural thickening because those two 
diseases have dispersion in the heat map (Fig. 4). Our result of the 
IoU threshold is 0.4, as shown in Table 3.

Fig. 8. WBF with different IoU values.

Table 3. Various IoU thresholds of WBF.

Class name IOU in ground truth IOU threshold

Aortic enlargement 0.688 0.3

Atelectasis 0.48 0.5

Calcification 0.55 0.5

Cardiomegaly 0.73 0.3

Consolidation 0.6 0.4

ILD 0.59 0.4

Infiltration 0.57 0.4

Lung Opacity 0.52 0.5

Nodule/Mass 0.64 0.4

Other lesion 0.5 0.5

Pleural effusion 0.5 0.5

Pleural effusion 0.47 0.5

Pneumothorax 0.68 0.5

Pulmonary fibrosis 0.5 0.5

Mean with except “Other lesion” and pleural thickening =0.4
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To process all annotations from R11 to R17, min-max normalisation 
is first applied for the offset value of the ground truth bounding boxes. 
Then, the area of the ground truth bounding boxes is calculated after 
each disease normalization. The values are then averaged for each 
disease saved in the standard dataset. Table 4 compares the diagnoses 
of each doctor in the Additional Dataset. In Table 5, the standard 
dataset with doctor R11 is compared to the Additional Dataset to 
obtain suitable ground truth bounding boxes for R11.
Table 4. Mean bounding boxes area norm in the standard dataset.

Rad_id Class name Num bounding boxes Mean bounding boxes area norm
R8_R9_R10 Aortic enlargement 6956 0.0145

Atelectasis 230 0.04917
Calcification 758 0.00764
Cardiomegaly 5268 0.05997
Consolidation 520 0.03731
ILD 812 0.07503
Infiltration 1189 0.03886
Lung opacity 2382 0.02751
Nodule/mass 2468 0.00427
Other lesion 2035 0.0248
Pleural effusion 2395 0.02423
Pleural effusion 4741 0.00698
Pneumothorax 219 0.09259
Pulmonary fibrosis 4489 0.01511

Total annotations: 34462/36096
Total images: 4146/4394

Table 5. Standard dataset and R11 annotations.

Rad_id Class name Residual bounding boxes area norm 
(R11-R8_R9_R10)

Ratio bounding boxes area norm
(R11/R8_R9_R10)

R8_R9_R10 and R11

Aortic enlargement 0.03701 3.55

Atelectasis 0.0093 1.19

Calcification 0.00049 1.06

Cardiomegaly 0.04316 1.72

Consolidation 0.01147 1.31

ILD -0.04563 0.39

Infiltration -0.03886 0

Lung opacity -0.01554 0.43511

Nodule/mass 0.00597 2.39813

Other lesion 0.01215 1.48992

Pleural effusion 0.00826 1.34

Pleural effusion 0.00946 2.36

Pneumothorax -0.08059 0.13

Pulmonary fibrosis 0.0033 1.2184

Total annotations: 34462/36096 
Total images: 4146/4394

After comparing all ground truth bounding boxes of doctors 
R11-R17 to obtain the novel Additional Dataset, it was added into 
the standard dataset to generate the Final data. Fig. 9 summarises 
the above data processing steps.

Fig. 9. Data processing steps.

After generating the Final data, several image augmentation 
techniques were applied such as padding, horizontal flip, and image 
rotation. Then, the data was randomly split with 80% used for the 
training dataset and 20% for validation dataset, as seen in Fig. 10.

Fig. 10. Augmentation and Train-Val split.

Figure 11 summarises the process from analysing the data to 
splitting the training data and deploying it into production.

Fig. 11. Flowchart of the study.
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2.3. Bounding box suppression techniques

In object detection models, having many overlapped bounding 
boxes can lead high recall values. Thus, the NMS technique is 
applied to eliminate redundant overlapping bounding boxes. 
NMS greedily selects high scoring detections and deletes nearby, 
less confident neighbours since they are likely to cover the same 
object. This algorithm is simple, fast, and surprisingly competitive 
compared to proposed alternatives [26]. The NMS algorithm is 
described in Algorithm 1.

Soft-NMS is a variant of NMS. Instead of eliminating 
the redundant overlapping bounding boxes, Soft-NMS 
penalizes the redundant bounding boxes by reducing their 
confidence scores. The Soft-NMS algorithm is shown in 
Algorithm 2.

The WBF method is used to combine predictions of 
object detection models. Unlike the NMS and soft-NMS 
methods, which simply remove part of the predictions, the 
proposed WBF method uses the confidence scores of all the 
proposed bounding boxes to construct average boxes [16]. 
Algorithm 3 describes the WBF process.

In this algorithm, WB={b1, b2…bK} is the list of 
overlapping bounding boxes with an IoU greater than the 
threshold (Nt). WS={s1, s2…sK} is the list of confidence 
scores corresponding to WB with each b1={x1

min, x1
max, y1

min, 
y1

max}, and  s1 is confidence score corresponding to b1. The 
weighted boxes function fb and confidence score rescale 
function fs are given in detail below:

Function fb: 
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corresponding to 𝑊𝑊𝑊𝑊 with each 𝑏𝑏1 = {𝑥𝑥1
𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥1

𝑚𝑚𝑚𝑚𝑚𝑚, 𝑦𝑦1
𝑚𝑚𝑚𝑚𝑚𝑚, 𝑦𝑦1

𝑚𝑚𝑚𝑚𝑚𝑚 }, and  𝑠𝑠1 is confidence 

score corresponding to 𝑏𝑏1. The weighted boxes function 𝑓𝑓𝑏𝑏 and confidence score rescale 

function 𝑓𝑓𝑠𝑠 are given in detail below: 

Function 𝑓𝑓𝑏𝑏:  

𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ 𝑠𝑠𝑖𝑖 × 𝑥𝑥𝑖𝑖

𝑚𝑚𝑚𝑚𝑚𝑚𝐾𝐾
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  (14) 
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𝑖𝑖=1

  (16) 

Function 𝑓𝑓𝑠𝑠: 

𝑠𝑠 =
∑ 𝑠𝑠𝑖𝑖

𝐾𝐾
𝑖𝑖=1
𝑁𝑁   (17) 
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K is the number of overlapped bounding boxes.
2.4. Methods
2.4.1. Transfer learning with RetinaNet
Within deep learning, transfer learning is a technique 

whereby a neural network model is first trained on a problem 
similar to the problem that is being solved. One or more 
layers from the trained model are then used in a new model 
trained on the problem of interest [28].

Based on the advantages of transfer learning and the 
goal of this study, a popular model called RetinaNet was 
employed, which was presented by T.Y. Lin, et al. (2017) 
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[13] from Facebook AI study. RetinaNet is a one-stage 
object detection model that utilizes a FL function to address 
class imbalance during training. FL applies a modulating 
term to tte CE te in to focus learning on hard negative 
examples [13]. RetinaNet s network architecture uses an 
FPN in the backbone, witíi the bottom-up being the ResNet 
architecture [14].

2.4.2. Lossfunctions

Loss functions are one most important aspects of a 
deeP leaming model. They compute the distance (or error) 
between the actual values and predictions of the models to 
optimmze parameter values in the models. In this study, two 
loss tìrnctions are applied namely, FL for ctetotion task 
and Smooth L1 Loss [15] for regression tasks.

. . . . . . .......FL is designed to address one-stage object detection 
scenarios in which an extreme imbalance be^een 
foreground and background classes during training exists 
[13]. The formula for FL is:

Fig. 12. Intersection over union formula.

FL(pt) = -at(1-pt)^xlog(pt) (1)

where p is the model’s estimated probability for the
class with
L=íp
V* (1 - p

a label of 
íf y = 1 

otherwise, a‘

y=1 in binary classification: 

is the balance variant of FL to

TP is the total number of correct positive predictions 
of the model, TN is the total number of correct negative 
predictions of model, FP is the total number of incorrect 
positive predictions of model, and FN is the total number of 
incorrect negative predictions of model. However, in an object 
detection problem, TP is the number of predicted bounding 
boxes of the moclel wnth an IoU of the ground truth bounding 
box greater than the loU threshold (in most cases the loU 
threshold is 0.5). FP is the number of predicted bounding 
boxes of the model with an loU lower than the loU threshold, 
FN is number of models that cannot predict an object in the 
image, and TN is the number of models that correctly predict 
background in the image but in the olpect detection problem.

address the imbalance problem, and '■' is the tuneabte 
focusing parameter. When 7=0, FL is equivalent to cross- 
entropy (CE) [29] and as Y increases, the effect of the 
modulating factor is likewise increased [13].

The precision in object detection is the ratio of correctly 
Predicted bounding boxes of the model and an bounding 
boxes predicted by the model. Meanwhile, recan is the ratio 
of the correct bounding boxes predicted by the model and all 
groundtruth bounding hoxes.

Smeoth L1 loss for object detection was originally 
proposed in Fast R-CNN [15]. Smooth L1 loss is used to 
make bounding box regression more robust by replacing the 
excessively strict L2 loss. The formula of Smooth L1 Loss is:

, , correct bounding boxes prediction
precision =----- —------- ------F..-------all bounding boxes prediction

, , correct bounding boxes prediction 
recaỉỉ =----— ——■ .__________ ■ ._________ —all ground truth bound boxes

(4)

(5)

Líoc(tu,v)= y

iE{x,y,w,h}

smoothLÍ(t'jl - Vi) (2)

where u is ground-truth of class u; v is ground-truth offset 
values of the beunding box, and

The confidence score describes how the model predicts 
this boụnding box for each ete. A high eonhdenee scoie 
means that the bounding boxes are accurately predicting the 
location and classification of the objects. The formula for 
confidence score is show below:

_ p.5(t“ - Vi)2 smooth,A (tụ - Vi) = , . , ., . *'
! (Jt”-Vịl-0.5

if Ìtĩ-Vil < 1 
otherwise

(3)

2.4.3. Metrics evaluation

■S = p(objeci) X IoU(gbject, groundtruth) (6)

Figure 13 illustrates how the confidence score is 
calculated in object detection.

In object detection, some applicable evaluation metrics 
are Intersection over Union (IoU), common statistic metrics 
such as True Positive (TP), True Negative (TN), False 
Positive (FP), False Negative (FN), Precision, RecaU, 
confidence score, and mean Average Precision (mAP). Min- 
max normalisation [30] is used to standardise data in the 
data processing.

IoU is a metric evaluation that describes the extent of 
overlap of two bounding boxes, and a simple implementation 
of loU is described in Fig. 12. Fig. 13. Coníidence score calculation method.
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Average Precision (AP) is the average precision corresponding 
to the recall when changing the confidence score threshold. The 
confidence score threshold is the threshold used to control the 
prediction of model. For example, if the predicted bounding 
boxes have a confidence score lower than the confidence score 
threshold, then the predicted bounding boxes cannot be displayed 
as a prediction of the model, thus precision and recall are affected. 
Therefore, AP is the average precision when changing the 
confidence score from 1.0 to 0.

The mAP is the average AP of all the classes. The formula for 
mAP is 

 The confidence score describes how the model predicts this bounding box for each 

class. A high confidence score means that the bounding boxes are accurately predicting the 

location and classification of the objects. The formula for confidence score is show below: 

𝑠𝑠 = 𝑃𝑃(𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜) × 𝐼𝐼𝐼𝐼𝐼𝐼(𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜, 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔ℎ).  (6) 

Figure 13 illustrates how the confidence score is calculated in object detection. 

 
Fig. 13. Confidence score calculation method. 

 Average Precision (AP) is the average precision corresponding to the recall when 

changing the confidence score threshold. The confidence score threshold is the threshold 

used to control the prediction of model. For example, if the predicted bounding boxes have 

a confidence score lower than the confidence score threshold, then the predicted bounding 

boxes cannot be displayed as a prediction of the model, thus precision and recall are 

affected. Therefore, AP is the average precision when changing the confidence score from 

1.0 to 0. 

 The mAP is the average AP of all the classes. The formula for mAP is  

𝑚𝑚𝑚𝑚𝑚𝑚 =  
∑ 𝐴𝐴𝐴𝐴𝑖𝑖

𝑁𝑁
𝑖𝑖=1

𝑁𝑁   (7) 

where N is total number of classes in the dataset. The mAP value is affected by the IoU 

threshold because when changing the IoU threshold, it changes the value of TP and FP. 

Thus, mAP@(IoU threshold) is used to denote the mAP value corresponding to IoU 

threshold value. Common types of mAP are mAP@0.5 mean mAP with IoU threshold is 

0.5 and mAP@[0.5:0.95] means that the average of mAP with IoU threshold from 0.5 to 

0.95 with increase step is 0.5. 

 (7)

where N is total number of classes in the dataset, i is the contidence 
score from 1.0 to 0. The mAP value is affected by the IoU 
threshold because when changing the IoU threshold, it changes the 
value of TP and FP. Thus, mAP@(IoU threshold) is used to denote 
the mAP value corresponding to IoU threshold value. Common 
types of mAP are mAP@0.5 mean mAP with IoU threshold is 0.5 
and mAP@[0.5:0.95] means that the average of mAP with IoU 
threshold from 0.5 to 0.95 with increase step is 0.5.

The purpose of normalisation is to have every data point on the 
same scale, and min-max normalisation is one of the most common 
methods of data normalization. The min-max normalisation 
procedure scales the minimum value to 0 and the maximum value 
to 1. Every other value is transformed into a decimal value between 
0 and 1. In this study, min-max normalisation were applied to 
the offset values of the ground truth bounding boxes instead of 
the X-ray images. The min-max normalization method for offset 
values of ground truth bounding boxes is given as follows:

 The purpose of normalisation is to have every data point on the same scale, and min-
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ground truth bounding boxes is given as follows: 
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where i  is the ith image, and the area of ground truth bounding box after normalization is: 
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min𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 )  (12) 

4. Implementation of model 

 4.1. Model overview 

As shown in Fig. 14, the training process of our system employed the RetinaNet 

model. Furthermore, based on experimental results, ResNet101 was chosen as the best 

backbone for RetinaNet in this study. 
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where i  is the ith image, and the area of ground truth 
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3. Implementation of model
3.1. Model overview

As shown in Fig. 14, the training process of our system employed 
the RetinaNet model. Furthermore, based on experimental results, 
ResNet101 was chosen as the best backbone for RetinaNet in this 
study.

Fig. 14. Model architecture.

3.2. Implementation

3.2.1. FPN with ResNet101 backbone 

Figure 15 illustrates the working mechanism of FPN with the 
ResNet101 backbone. As seen on the left-hand side of Fig. 15, the 
bottom-up pathway contains a five-stage feature map (C1-C5), which 
has different scales and channels. The right-hand side shows the top-
down structure of FPN, which contains five components (P2-P6), with 
each component having a lateral connection with the corresponding 
stage of the feature map of the bottom-up pathway. Components P2-
P6 have 256 channels, which are the output of the FPN. The purpose 
of FPN is to extract the most informative data from the image.

Fig. 15. The FPN with ResNet101 backbone.
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3.2.2. Classification and 
regression subnetworks

The outputs of RetinaNet 
are the predictive class 
labels and the offset value of 
bounding boxes corresponding 
to the predictive class labels. 
Therefore, RetinaNet has two 
subnetworks for the output: 
one of them treats the region of 
interest as image classification 
and the other treats bounding 
boxes regression.

4. Results and discussion

4.1. Experiment with all 
diseases

RetinaNet with ResNet50 
and an FPN backbone (3x) gave 
the best results in the validation 
set without augmentation after 2500 epochs by applying Detectron2 
from the Facebook AI study [31]. Table 6 shows the performance of 
the model with mAP@[0.5:0.95].

4.2. Experiment with 5 diseases

Based on the results from Table 6 and the problems in 
data processing, this study selected 5 of the 14 classes that 
were highly trainable: aortic enlargement, cardiomegaly, ILD, 
infiltration and nodule/mass. Because of the dataset imbalance, 

image augmentation methods like horizontal flip, rotation, and 
oversampling were deployed for the dataset. Table 7 shows 
the results of the model in the validation set. RetinaNet with 
ResNet101 and an FPN backbone gave the best result.

Figure 16 shows the loss functions of ResNet 101 with the 
FPN backbone during the training procedure. The loss function 
generally decreased; however, the decrease was not stable because 
the ground truths labelled by doctors were inconsistent, causing 
difficulty during the training process. The top right subfigure of 
Fig. 16 gives the learning rate, and this study applied the learning 
rate schedule technique [32] with a Cosine warm-up function.

4.3. Discussion

Table 8 compares the mAP of the 14 lung disease predictions 
from the proposed method and other publications. 
Table 8. Comparison of the proposed method and other studies.

Study Score

Our method 0.22 (mAP@0.5)

H. Huang, et al. (2021) [6] 0.21 (mAP@0.5)

Leader in Kaggle competition 0.31 (mAP@0.4)

Fig. 16. Loss function and learning rate values during the training process.

Table 6. Performance of RetinaNet with ResNet50 backbone of the 
14 diseases.

Class mAP@[0.5:0.95]

Aortic enlargement 0.5457

Atelectasis 0.0456

Calcification 0.0023

Cardiomegaly 0.5170

Consolidation 0.0311

ILD 0.0508

Infiltration 0.0568

Lung Opacity 0.0398

Nodule/Mass 0.0454

Other lesion 0.0015

Pleural effusion 0.0926

Pleural thickening 0.0323

Pneumothorax 0.0012

Pulmonary fibrosis 0.0322

mAP@[0.5:0.95]: 0.1067
mAP@0.5: 0.2174

Table 7. Performance of RetinaNet with different backbones and 
augmentation methods.

Backbone of FPN Augmentation mAP@[0.5:0.95] mAP@0.5

ResNet50 None 0.2627 0.4547

ResNet50 Horizontal flip + Rotation 0.3052 0.535

ResNet101 Horizontal flip + Rotation 0.3193 0.5500
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In H. Huang, et al.’s study (2021) [6], the same dataset collected by 
VinBigData [3] was used, but with full quality DICOM-format images, 
while this study utilized lower quality (3x lower) JPEG-format images 
[17]. In the processing stage of H. Huang’s study, the “No finding” class 
was removed, and images were rescaled to 512x512 pixels as input. 
The H. Huang, et al'.s study (2021) [6] used the Yolo-v5 [33] model 
as a baseline. Although the Yolo model is a popular model for object 
detection, it struggles with the various sizes of abnormalities in each 
image and new or unusual aspect ratios of images in this type of medical 
problem. Furthermore, Yolo struggles with imbalanced datasets and small 
labels inside large labels. The VinBigData Kaggle Competition (2022) 
[34] published a leaderboard with the winners of the competition, but 
unfortunately they did not propose any method or publication to explain 
CXR abnormality detection solution. 

Although the proposed study is not among the top performers, the 
suggested method still has several advantages and proposes new ways to 
explore and process datasets to generate new datasets with more consistent 
and homogeneous properties. Firstly, the proposed method analyses the 
dataset through data science and statistical approaches. Secondly, it 
generates new ground truths by applying WBF and comparing the labels 
of doctor to reduce inconsistency in the dataset. Finally, it applies several 
optimization techniques such as learning rate schedule and different loss 
functions to boost the model performance.

5. Conclusions
This study has proposed a new method to detect abnormalities in 

CXR images using the RetinaNet model and applying WBF and statistical 
analysis to process data for improving the performance of the deep learning 
model. The performance of the proposed study achieved 0.22 mAP@0.5 
for 14 diseases and 0.55 for 5 potential diseases (aortic enlargement, 
cardiomegaly, ILD, infiltration and nodule/mass). Overall, the achieved 
results indicate that the proposed method has promising potential for the 
development of processing-based approaches for the automatic detection 
of abnormalities in CXR images.
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