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Abstract: The early identification of gastric cancer holds considerable importance within medicine due to its crucial 

role in mitigating fatality rates. Currently, artificial identification and annotations using gastroscopic images are the 

main methods of evaluation. Nevertheless, doctors have significant difficulties implementing these techniques due to 

the considerable heterogeneity in the visual characteristics of early cancer tumors. Weakness in segmentation 

remains the biggest obstacle to accurate detection and extraction of the main lesion from the tumor. In this paper, we 

propose a deep model combining two networks encoded: Unet++ and the feature pyramid network. The encoder 

backbone on first detection is based on ResNet34, which feeds the feature extraction to the next step. The second 

step is adding an enhanced feature pyramid network by merging blocks and final segmentation heads. The decoder 

improves the model's capacity to collect hierarchical characteristics at many levels, resulting in enhanced 

segmentation performance that adapts to changes in illness symptoms. The proposed model achieved a segmentation 

accuracy of 96.8%, a dice-score of 86.6%, and an F1-score of 85.3% when using the EDD2020 dataset. While the 
accuracy for DCSA-Unet achieved 92%, Unet++ 90%, 77% for FPN, and DeepLabv3+ 94.2%, We trained the 

proposed model on two different datasets, the CVC-ClinicDB and Kvasir-Seg datasets. For CVC-ClinicDB, the 

results metrics registered a Dice-Score 91.64%, an IoU of 84.63%, and an accuracy of 98.55%. For the Kvasir-Seg 

dataset, the Dice score is 92.54%, the IoU is 87.57%, and the accuracy is 96.62%. 
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1. Introduction  

Gastrointestinal cancer is a malignant tumor that 

primarily affects the stomach mucosa and is the 

second leading cause of mortality among all 
malignancies, behind lung cancer [1, 2]. This illness 

exhibits a strong geographical distribution, with 

over 50% of cases concentrated in East Asia. 
Advancements in diagnostic and therapeutic 

methods for gastric cancer are continuously 

enhancing, and it has been demonstrated that early 

diagnosis significantly decreases death rates in 
individuals diagnosed with stomach cancer. Gastric 

inspection is conducted with the use of endoscopy 

and gastro fluoroscopy, employing barium as a 
contrast agent. Endoscopy is extensively used for 

stomach cancer screening and comprehensive 
diagnosis because of its exceptional sensitivity in 

detecting early-stage gastric cancer and its ability to 

facilitate tissue collection and treatment while being 

seen. Due to the continuous rise in the quantity of 
images captured by endoscopic equipment and the 

ongoing enhancement in image quality, doctors who 

heavily rely on visual examination for diagnosis are 
more burdened by weariness. Moreover, many 

physicians employ distinct cognitive shortcuts 

derived from their expertise. Therefore, due to 
personal prejudices and sometimes a lack of energy, 

misdiagnoses happen[3]. 

Nevertheless, the process is very intricate, 

necessitating the completion of several duties during 
the assessment. Therefore, there is a certain level of 
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apprehension that lesions could go unnoticed. Based 
on the survey findings, there is a 22.2% chance of 

not detecting a lesion during endoscopy[4]. The 

accuracy of a diagnosis relies heavily on the 

expertise and proficiency of the clinician.  
Hence, there is a great need for technology that 

might aid in exams to alleviate the workload of 

physicians and enhance diagnostic precision. 
Artificial intelligence technologies have made 

significant advancements in recent years, with deep 

learning technology demonstrating exceptional 
performance in the domain of image 

identification[5]. Deep learning methodologies have 

been suggested for several applications, including 

numerous categories of medical images[6, 7]. 
 Conventional approaches for identifying 

gastrointestinal stromal tumors often entail 

categorizing the image based on several 
characteristics, such as the size, form, and texture of 

the lesion. These methods rely on manually 

produced features. These approaches are very 
responsive to the quality of the images and produce 

inadequate diagnoses in many situations [8]. The 

division of the image into segments affects the 

categorization of the image. An inaccuracy in the 
segmentation process might lead to failure in the 

subsequent classification. The conventional 

approaches exhibit limited resilience due to their 
reliance on hand crafted features in ultrasound 

images[9]. A deep convolutional neural network 

(CNN) is capable of extracting features at various 

levels without the need for manually designed 
features. This eliminates the reliance on expert 

knowledge and reduces the processing time required 

[10]. Automatic segmentation is a cutting-edge 
technology that is being used in tumor or cancer 

detection. Extracting the region of interest enhances 

accuracy[9]. However, Gastrointestinal 
malignancies exhibit significant heterogeneity in 

terms of their anatomical site, structure, and 

histopathological features. Developing AI models 

that can precisely identify and separate tumors in all 
their complexity and diversity is a challenging 
endeavor that frequently necessitates the use of 

advanced algorithms capable of capturing subtle 
characteristics. Furthermore, acquiring different and 

precisely annotated information may be difficult due 

to disparities in imaging methods, patient 
demographics, and tumor attributes. 

 To mitigate this problem, we proposed model 

provides an improved automated segmentation 

mechanism utilizing Gastro FPN. Which is applied 
in three stages, the initial residual model is used to 

extract the main features. Accordingly, the whole 

information feed was expanded to Unet++, which 

forwarded the output results to the block of the 
feature pyramid network (FPN) decoder model. 

UNet++ is an enhanced version of the original 

UNet architecture. It includes skip connections of 

varying lengths, allowing for the integration of 
features in a variety of sizes. This facilitates the 

acquisition of both local and global contextual 

information, resulting in enhanced segmentation 
performance, particularly for objects with diverse 

dimensions. It allows for the efficient transmission 

of high-resolution features across the network. This 
allows the model to accurately capture detailed 

features and enhance the accuracy of segmentation, 

especially in regions with complex architecture.  

The FPN enhances the accuracy of object 
recognition by creating a hierarchical structure of 

features that include both high-level meaning and 

semantics. This allows for object detection at 
various sizes and scales. This solution tackles the 

difficulties caused by variations in image scale, 

enabling the model to more efficiently identify 
objects of different sizes. 

The main contributions of this paper are as 

follows: 

• We expanded the UNET++ model jointly 

with the residual model.   

• We added the FPN merge block, which 
consisted of four segmentation blocks. 

• Rescaling a UNet++ model sometimes 

entails making architectural changes to the 

model while preserving its fundamental 
structure and functioning to handle inputs of 

varying sizes. 

• The main objective of FPN is to address the 

challenge of detecting objects of different 
sizes within an image. Objects of diverse 

nature might possess distinct dimensions, 

and the ability to identify objects at different. 

The remainder of the paper is organized as 
follows. Section 2 provides an overview of several 

related works. Section 3 describes the proposed 

model for Segmentation Model for Gastrointestinal 
with Enhanced FPN Decoder. The dataset, 

experimental results, and analysis are presented in 

Section 4, and the proposed study is concluded in 

Section 5 

2. Literature review  

To separate polyps from colonoscopy images, 
the authors introduce a multi-scale subtraction 

network[11]. First, Res2Net-50 is used as the 

primary framework to extract features at five 

different levels for enhancing features. Second, they 
intentionally provide the subtraction unit with 
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receptive fields of varying sizes at different levels, 
resulting in a diverse range of unique information at 

multiple scales. Finally, they have developed a 

network named "LossNet" that effectively manages 

polyp-aware features across all network layers, 
eliminating the need for training.  This approach 

enables the model to acquire complex and structural 

data at the same time. However, Res2Net-50 is 
susceptible to overfitting, especially when trained on 

small datasets or datasets with substantial noise. 

The authors suggested that the Deep Feature 
Aggregation Decoder is a technique that selectively 

combines just the most relevant features at different 

depths to extract important lesion characteristics. 

This approach helps to simplify the model and 
improve its efficiency[12]. In addition, they create a 

feature fusion module that uses multi-modal fusion 

methods to interact with independent features from 
different modalities. They use the linear Hadamard 

product to merge the feature information from both 

branches. Finally, for joint training, they evaluate 
the transformer loss, the U-Net loss, and the fused 

loss against the ground truth label. The test results 

show that when using the Kvasir dataset, the 

suggested method achieves an accuracy of 94.0%. 
Nevertheless, the multi-modal fusion method's 

scalability is a challenge, especially when dealing 

with large datasets. 
This study introduces a framework for 

segmenting lesion areas in endoscopic images, 

known as a dual-guided network[13]. The network 

consists of two components: the bilateral attention 
branch and the border aggregation branch. the 

bilateral attention branch is used for developing a 

mask decoder known as the Progressive Partial 
Decoder and a module known as the Full-Context 

Bilateral Relation. This branch's main goal is to 

improve the correlation between foreground and 
background signals in the images to address the 

uncertain borders of lesion areas. The boundary 

aggregation branch consists of a boundary decoder, 

known as boundary-aware extraction, and a module, 
known as boundary-guided feature aggregation. This 

model achieved an accuracy of 96.48 when utilizing 

the dataset Kvasir. Nevertheless, due to the 
sequential decoding of the Progressive Partial 

decoder, there is a potential for loss of information 

in the first decoding phases. This has the potential to 
affect the overall accuracy of the decoded output, 

particularly when handling intricate or subtle data.  

The authors introduced the SSFormer, a model 

for medical image segmentation that incorporates a 
pyramid transformer encoder to enhance the models' 

generalization capability[14]. They suggested 

customizing the Progressive Locality Decoder for 

the pyramid transformer backbone to highlight local 
characteristics and limit attention dispersion. The 

SSFormer model gets an accuracy of 96.02%, when 

using the Kvasir dataset. However, if the training 

data doesn't adequately represent these scales, the 
Pyramid Transformer may struggle to adjust to 

images with significant scale or aspect ratio 

differences. 
Google designed DeepLabv3+, a convolutional 

neural network model, to segment images using 

deep learning techniques[15]. This is an expansion 
of the DeepLabv3 model, which was already an 

enhancement in earlier iterations. DeepLabv3+ uses 

a deep convolutional neural network to give 

semantic labels to every pixel in an image, 
essentially dividing the images into several classes 

or categories. However, DeepLabv3+ may have 

boundary artifacts, which occur when the 
segmentation boundaries do not coincide precisely 

with the borders of objects in the image. This can 

lead to errors in the segmentation results. 
The authors suggested a design that includes an 

encoder structure that uses pretrained Mix 

Transformer encoders and an efficient stage-wise 

feature pyramid decoder structure[16]. The method 
provides physicians with a possible tool to 

accurately segment and detect lesions in real-time. 

When using the Kvasir dataset, the accuracy is 95.99 
and the mIoU is 85.96. The dice score is 92.17. 

However, Mix Transformers rely on the dynamic 

selection of expert groups based on input 

characteristics. Creating efficient selection processes 
that attain a compromise between computing 

economy and model performance may be a difficult 

task, sometimes necessitating lengthy testing and 
fine-tuning. 

For medical image segmentation, the authors 

proposed UNet++[17]. The design consists of an 
encoder-decoder network, with the encoder and 

decoder sub-networks coupled by a sequence of 

nested, dense skip routes. The redesigned skip paths 

have the objective of minimizing the semantic 
disparity between the feature maps of the encoder 

and decoder sub-networks. Kvasir-SEG serves as 

the training dataset. The results of our studies 
indicate that UNet++ with deep supervision 

produces an accuracy of 93.94. However, the model 

provides inadequate accuracy. 
The author proposed the DCSAU-Net model 

using a primary feature conservation strategy and a 

compact split-attention block following the encoder-

decoder architecture for segmenting medical 
images[18]. The results show that the proposed 

architecture achieves high scores. 
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Computer vision applications such as semantic 
segmentation and object detection frequently use 

FPNs as their architectural design. Their objective is 

to tackle the task of identifying items of varying 

sizes within an image[19]. FPNs aim to construct a 
feature pyramid by merging features from many 

convolutional layers with varied resolutions. This 

enables objects of varying sizes to be identified. 
However, complex structures or congested 

backgrounds may still restrict the effectiveness of 

FPN in capturing contextual information at multiple 
scales. This can result in inaccuracies in 

segmentation. 

UNet is a specialized CNN structure created 

specifically for the purpose of segmenting 
biomedical images, with a particular focus on the 

field of medical imaging[20]. Nevertheless, UNet 

has boundary artifacts, in which the segmented 
borders may not precisely coincide with the 

boundaries of objects in the image. This can result in 

mistakes, particularly in areas where objects possess 
intricate forms or unclear borders. 

3. Methodology  

Our proposed model has three stages: ResNet-34 
[21] is composed of 34 layers, which are applied to 

the encoder part. The composition consists of the 

remaining fundamental components that may be 
categorized into many phases. ResNet is constructed 

by concatenating numerous residual blocks in a 

sequential manner. The general structure entails the 

arrangement of residual blocks with skip 
connections in a stacked manner. We chose ResNet 

as the encoder process because it introduces the 

notion of bottleneck blocks for deeper networks. 
These blocks use 1x1, 3x3, and 1x1 convolutions to 

decrease computational costs. By including skip 

connections, the backpropagation process is 

facilitated, thereby reducing the issue of vanishing 
gradients and enabling the successful training of 

very complex networks. The process of block input 

and output can be described in Eq. (1) 
 

𝑜𝑢𝑡𝐶𝑜𝑛𝑉 = 

𝑅𝑒 𝐿 𝑈𝐵𝑖 (𝐵𝑖−1 (𝐵2(𝐵1𝐵𝑁(𝐼𝑁𝐶𝑜𝑛𝑉 )))) + 

𝐼𝑛_𝐶𝑜𝑛𝑉                                          (1) 

 
Relu: Linear Unit activation function. 

Bi: represent different convolutional layers. 

BN:  batch normalization operation. 

IN_ConV represents the input to the 
convolutional layer. 

It is an equation that typically appears in 
convolutional neural networks (CNNs), which 

involves convolutional layers, batch normalization, 

and ReLU activation functions. The deep network 

topology of ResNet makes the model's success 
highly dependent on the search for an appropriate 

learning rate during training. The optimal starting 

learning rate may be determined by simply using the 
learn_lr_find function. Once the initial learning rate 

has been determined, use the learning rate method 

known as the one-cycle policy to train the model 
and begin the training process. Basically, a cycle 

consists of two phases: an initial phase where the 

learning rate gradually increases from a lower value 

to a higher value, followed by a subsequent phase 
when the learning rate decreases back to the lowest 

value. To determine the maximum learning rate, one 

should gradually raise the learning rate from a 
minimal value to a substantial value and halt when 

the loss starts to become uncontrollable. However, 

after the convolutional layers, the network used a 
3x3 max-pooling layer, an average pooling layer, 

and a fully connected layer. A ResNet-34 model, 

following conventional architecture, consists of 63.5 

million parameters. Rectification nonlinearity 
(ReLU) activation and batch normalization (BN) are 

applied to the convolution layers in the "Basic 

Block" block. The final layer utilizes the softmax 
function. The input vector and the vector that is 

output via the convolutional layer may be added 

directly [22], and the result can then be output 

through the activation function known as the 
rectified linear unit (ReLU).  To tackle the issue of 

the vanishing gradient problem that occurs during 

training, Eq. (2) is used. 
 

𝐴H ( x ) =  F (x) +  x                              (2) 

 
H(x): represents the outcome of a specific layer 

or group of layers.  

F(x): combines the extra information with the 

input x to produce the desired output of the residual 
block. 

(x): denotes the input that is fed into the residual 

block.  

 However, when the number of F ( x ) and x 

channels is different in Eq. (2), the identity mapping 
cannot be connected to the next convolutional layer. 

A Rectified Linear Unit (ReLU) activation function 

and an extra batch normalization layer after each 
convolution layer. Figure 1 depicts that the last 

batch normalization step and the output is element-

wise mapped using identity mapping.  After a series 
of convolution processes, the resolution of the 

feature image is extremely low; thus, transpose  
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Figure. 1 3×3 convolution layers and an identity mapping, 

which is also called a shortcut connection, make up the 

residual block 

 

 

convolution is used to expand the size of the feature 

map. This is the reason why the transpose 

convolution layer was added. The sampling of the 
feature matrix results in an increase in the dimension 

of the matrix. The forward propagation of the 

maximum pooling layer is designed to send the 
maximum value in the patch to the subsequent layer, 

while the values of the remaining pixels are 

immediately ignored. This is the reason why the 

maximum pooling layer is being added.  
For transfer learning, convolutional neural 

networks (CNNs), particularly those with more 

layers, possess a significant quantity of parameters. 
To achieve good generalization to new, unknown 

data, it is usually necessary to have a large and 

varied dataset while training complicated models. 

Methods such as transfer learning and fine-tuning 
can benefit from annotated datasets. 

Using the information gathered from the wider 

pre-training, smaller annotated datasets may be used 
to adjust pre-trained models on big datasets to 

objectives. Transfer learning is often used on a 

limited number of datasets to train the neural 
network, and it has been shown to be a very efficient 

technique. 

Thus, the goal of implementing transfer learning 

is to improve the learning algorithms' performance 
via the transfer of knowledge. There are three 

primary ways in which transfer learning is 

advantageous. First, the pre-training knowledge; 
second, the training time needed to master the 

objective task; and finally, the performance after 

training [23]. In a neural network, residual 
connections are connections that enable information 

to skip one or more levels. A neural network, such 

as Unet, may have several layers. It is common 

practice to take advantage of these connections to 
solve the issue of disappearing gradients and to 

assist in the movement of information across the 

network. UNet++ [24] was developed with the 
primary goal of bridging the semantic gap that exists 

between the feature maps of the encoder and the 

decoder before the fusion was performed. 
The encoder and decoder are the two main 

components of most segment models. The first step 

is to reduce the dimensionality of the supplied data 

while preserving its key characteristics. Second, it 
takes the compressed representation of the input 

data and uses it to rebuild the input data, producing 

an output that is ideally identical to the input. Most 
networks use "connectivity transformation," which 

implies a modification or restructuring in the way 

the various levels of the encoder and decoder are 
linked. One such approach is to modify the 

configuration of skip connections to optimize the 

transmission of information and strengthen the 

network's ability to learn. 
The GastroFPN improves feature extraction 

when used in conjunction with ResNet model. The 

objective of this redesign is to revolutionize the 
transmission of information between the encoder 

and decoder sub-networks, with the potential to 

enhance the network's capacity to accurately capture 

and recreate characteristics in the data. These 
adjustments are often used to optimize the 

performance and training dynamics of neural 

networks for applications. They move through a 
small convolutional block, the number of layers of 

which depends on the pyramid level. The encoder's 

feature maps are semantically closer to the decoder's 
feature maps after passing through the dense 

convolution block. Let x be the input for Eq. (3) to a 

specific layer in the neural network. 

 

Output(𝑥) = 𝐻(𝑥) + Skip(𝑥)                        (3) 

 

Output (x):  denotes the result produced by a 
certain layer or block inside the network. 

H(x): denotes the result produced by the layer or 

block itself. 

Skip(x): denotes the result of a preceding layer 
or block that is being circumvented. 

The main role of GastroFPN is to work faster to 

collect the final segmentation map, which is chosen 
from just one of the segmentation branches being 

considered. This is related to several different 

semantic levels. the backbone UNet++ can produce 



Received:  March 13, 2024.     Revised: May 1, 2024.                                                                                                      443 

International Journal of Intelligent Engineering and Systems, Vol.17, No.4, 2024           DOI: 10.22266/ijies2024.0831.34 

 

feature maps with high resolution. The hypercolumn 
concatenation technique is used by UNet++. This 

technique includes the simultaneous concatenation 

of feature maps from several layers of the network. 

Consequently, this aids in collecting information on 
several scales, which in turn makes the model more 

resistant to fluctuations in the sizes and forms of 

objects. To provide a more comprehensive and 
precise representation of features at different sizes, 

UNet++ incorporates layered skip connections and 

deep supervision into its architecture. Because of 
this, the model can tell the difference between the 

input image's fine and coarse details. 

The generation of hypotheses about the locations 

of objects is accomplished by modern object 
detection networks via the use of area proposal 

algorithms. Propose the implementation of a Region 

Proposal Network (RPN) that can use convolutional 
features from the whole image, allowing for region 

proposals without significant additional 

computational expense[25]. RPN is a kind of neural 
network that performs fully convolutional 

operations. It can forecast both the boundaries of 

objects and the scores indicating the presence of 

objects at each point.Fast R-CNN [26] reaches near-
real-time performance by using deep networks 

without considering the time used for region 

proposals. Presently, recommendations provide a 
substantial hindrance to the computational 

efficiency of state-of-the-art detection systems. 

Our model with the hierarchical structure of a 

ConvNet is used to extract the best information, 
which contains semantic information ranging from 

low to high levels, to construct a feature pyramid 

that maintains high-level semantics consistently. 
The pyramid model involves two phases: a bottom-

up pathway and a top-down pathway [27]. Firstly, 

the computation of the backbone using the 
feedforward methodology ConvNet entails the 

computation of a feature hierarchy that encompasses 

feature maps at many scales, where each scale is 

twice the size of the preceding one. There is a 
distinct pyramidal level that corresponds to each 

phase, which we define. We will choose the output 

of the last layer of each phase as our reference set of 
feature maps to create our pyramid. This will allow 

us to complete the construction of our pyramid. 

These maps are going to undergo additional 
development. Secondly, the top-down technique 

improves the clarity of characteristics by increasing 

the spatial resolution of feature maps at higher 

pyramid levels. Initially, these maps were less 
intricate but included more substantial data. Because 

of fewer subsampling operations, the bottom-up 

feature map can collect lower-level semantic 

information, and the activations that are captured are 
more correctly localized. 

The basis of our top-down feature maps is 

formed by this building component. To enhance the 

spatial resolution of a feature map with a lower 
resolution, we use a two-fold increase (using nearest 

neighbor-up sampling for simplicity). Along with 

the bottom-up map that corresponds to the up-
sampled map. We add the merge block, which 

consists of four segmentation blocks for each block 

input and output (2,128,64,64), and the final layer is 
dropout2d. After that, all the extracted features went 

forward to the segmentation head. This block 

contains a conv2d layer, an upsampling bilinear 

layer, and finally an activation layer of 256 x 256. 
An image pyramid refers to a multi-scale 

depiction of an image. Iterative subsampling or 

scaling of the image produces this kind of 
representation, which results in a series of images of 

various sizes. Within the pyramid, each tier displays 

the image at a distinct resolution or size compared to 
the preceding tier. By using shared classifiers across 

all levels, the architectural design is streamlined, 

particularly when the feature dimension remains 

constant. It allows for the use of the same 
parameters (weights and biases) to process features 

of different sizes, leading to enhanced generalization 

and reduced computational complexity. Our solution 
entails using a single-scale image of any dimension 

as the input and producing feature maps at different 

levels that are suitably scaled. This is accomplished 

by a whole convolutional procedure. The impressive 
results obtained via parameter sharing indicate that 

all strata of our pyramid exhibit similar degrees of 

semantic understanding. This advantage is 
comparable to that of using a featured image 

pyramid, in which a common head classifier may be 

used for features computed at any image scale. 
In the FPN decoder model, the backbone 

network Unet++ is applied, as shown in Figure. 2, 

which consists of the first four decoder blocks at 

128x128 and ends at 16x16. The second part 
includes three decoder blocks, the first of which is 

128x128 and the last of which is 32x32. The third 

row illustrates the two decoder blocks at 128x128 
and 64x64.  

The final block will be 128x128 and forward to 

the decoder block at 256x256. The last segmentation 
block is 256 x 256, including the activation map.  

Rescaling a UNet++ model sometimes entails 

making architectural changes to the model while 

preserving its fundamental structure and functioning 
to handle inputs of varying sizes. Semantic 

segmentation tasks are often assigned to basic UNet, 
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Figure. 2 Merge Decoded Layers of our proposed model (GastroFPN) 

 
a prominent convolutional neural network 

architecture, in the context of medical image 

processing. 
Adjustments to the input and output layers of the 

UNet++ model are made to generate images with 

the specified dimensions. This process entails 

modifying the dimensions of the input layer to 
correspond with the size of the input picture and 

ensuring that the output layer generates  

segmentation maps that have the same 
dimensions as the input image. 

However, to ensure that the size of the input is 

properly accounted for, it is recommended to modify 
the number of feature mappings in the encoder and 

decoder layers accordingly. To do this, it may be 

necessary to modify the dimensions of the feature 

maps in each layer or vary the quantity of 
convolutional filters. The most effective step is 

making an update to the Pooling and Up sampling 

Layers. Ensure that they are configured to 
accommodate input images of varying dimensions. 

This will include altering the size of the pooling 

window or the stride of the pooling layers, as well as 
tweaking the scaling factor of the up-sampling 

layers. Our model recomputes skip connections to 

account for the changes in feature map sizes 

resulting from the rescaling of the UNet++ 
architecture. 

Eq. (5) represents the flattening prediction 

probabilities of the ground truths of the image. The 
skip pathway represent as xi;j for Where "i" 

represents the index of the down-sampling layer in 

the encoder, and "j" represents the index of the 

convolution layer in the dense block along the skip-
connection. 

 

𝑋𝑖,𝑗 = {
𝐻(𝑥𝑖−1,𝑗), 𝑗 = 0

𝐻 ([𝑥𝑖,𝑘]
𝑘=0

𝑗−1
, 𝑈(𝑥𝑖+1,𝑗−1)) , 𝑗 > 0

     (4) 

 

Xij : represent  skip pathway connection. 

H(.): for a convolutional process with an 
activation function 

U(.): represents the upsampling layer and 

concatenation layer. 

When j is 0, that means it will receive only one 
input from the encoder. While j equals 1, the node 

will feed two inputs, first from the encoder and 

second from the sub-skip connection. While the 
batch size indicated by N 

 

𝛲(𝑌, �̂�) = −
1

𝑁
∑ (

1

2
𝑁
𝑏=1 . 𝑌𝑏 . 𝑙𝑜𝑔 𝑌̑

𝑏 +
2.𝑌𝑏.�̑�𝑏

𝑌𝑏+�̑�𝑏
)    (5) 

 
N:  represents the overall quantity of samples or 

occurrences. 

Yb: denotes the true label for the b-th sample. 

�̑�𝑏 : denotes the predicted label for the 𝑏-th 
sample. 

After rescaling the UNet++ architecture, it's 

important to reevaluate the regularization techniques 

(such as dropout or batch normalization) and 
optimization parameters.  

(such as learning rate and batch size) to ensure 

optimal performance during training. To increase 
the depth of our proposed model, we feed the output 

of the UNET++ to the FPN Net model with a novel 

structure, as shown in Figure 3. 
The core principle of UNet++ is the integration 

of characteristics acquired from different levels of 

resolution inside the network. This allows for the 

integration of both low-level and high-level data, 
leading to improved accuracy in segmentation. The 

second part of our model is related to FPN, as we 

revisited and added merge-decoded layers and heads 
of segmentation. 

The advantage of our model clarifies that the 

main objective of FPN is to address the challenge of 
detecting objects of different sizes within an image.  
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Figure. 3 combined model using UNET++ and merge decoded layers (FPN) aiming to capture more contextual 

information and improve segmentation performance 

 
The GastroFPN contributes to an improvement 

in the feature extraction process. This rescale is 

intended to revolutionize the communication of 
information between the encoder and decoder sub-

networks, with the potential to boost the network's 

ability to precisely capture and reproduce features in 

the data. 
Objects of diverse nature might possess distinct 

dimensions, and the ability to identify objects at 

different scales requires the examination of 
characteristics at different levels of abstraction. FPN 

does this by constructing a feature pyramid via the 

use of a single convolutional neural network (CNN) 
backbone. The most important part of FPN networks 

is the pyramid pooling module, which takes features 

from different levels of the feature pyramid and puts 

them all together to make a single, consistent 

representation for each ROI. This aids in 

guaranteeing that the object detection method is 
resilient to fluctuations in object size. 

3.1 Dataset 

The EDD2020 dataset [28] comprises 386 static 

images obtained from various films. The training set 

consists of 160 hand-label annotations for 
nondysplastic Barrett's, 88 instances for suspected 

precancerous lesions, 74 for high-grade dysplasia, 

53 for cancer, and 127 polyp masks. In all, there are 
503 ground truth annotations. The Kvasir-SEG is a 

freely available dataset [29] consisting of images of 

gastrointestinal polyps and their related 

segmentation masks. A medical practitioner 
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manually annotated the images, and an expert 
gastroenterologist subsequently confirmed them. 

The dataset consists of 1000 photos of polyps, 

together with their related ground truth data from the 

Kvasir Dataset v2. The photos in Kvasir-SEG have 
resolutions ranging from 332x487 to 1920x1072 

pixels. The CVC-ClinicDB dataset serves as a 

repository for frames captured during colonoscopy 
procedures [30]. These frames contain a large 

number of polyps. In addition to the frames, we 

provide accurate and reliable data for the polyps. 

4. Result and discussion  

We have used many quantitative evaluation 

measures to compare our models. We conducted an 
evaluation of our models using a separate test set, 

without informing the models about its existence, to 

accurately measure their performance. The 
comparison studies were carried out to achieve 

Objective, which included evaluating the 

performance without depending on official split-

based testing.  During the studies, the performance  
of the model segmentation was evaluated using 

five different measures. These metrics were 

Intersection over Union (IoU), Dice Similarity 
Coefficient (DSC), recall, precision, and accuracy.  

The GastroFPN model of Unet++ backbone uses 

first decoder block in 128 × 128, second decoder 
block 64 × 64, 32× 32, and 16 × 16 decoder blocks 

respectively. Feeding to FPN Merge Decoded 

Layers block.  Our experiments for robustness 

analysis were carried out to show the best impact of 
our model, and they were divided into two parts: (i) 

experiments for external validation, and (ii) 

experiments for comparing the performance of 
model segmentation on the three different datasets.  

 

 

 
Figure. 4 Proposed model segmentation of our proposed 

model GastroFPN 

 
Figure. 5 FPN net segmentation model results 

 

In order to carry out the experiments, a 

Windows 10 operating system was used, and 
PyTorch version 2.0.1 and Python version 3.9.16 

were utilized. There was a computer that had a 13th 

generation Intel®CoreTM i7-13600KF central 

processing unit, 32 GB of random-access memory 
(RAM), and an NVIDIA GeForce RTX 3060 

graphics processing unit (GPU) that had 16 GB of 

RAM. Model training lasted for more than one 
hundred epochs. 

The results of our experiment output depict in 

Figure.4 that is describe the original image and 
segmented image.  

During the analysis of segmentation 

performance using official split-based testing, the 

accuracy measure was used as the benchmark. 
Precision is not the optimal criterion for assessment 

when the primary concern is minimizing the 

occurrence of life-threatening ailments. Curiously, 
the runs that had the greatest macro averages for the 

F1-score also resulted in the best accuracy. Figure 4.  

 

 
Figure. 6 DeeplabV3+ model segmentation results 
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Table 1. A comparison of the suggested model's 

segmentation performance with those of models that are 

considered to be state-of-the-art 

Model Loss 

IoU 

F1 REC ACC DSC 

UNet-

ResNet34 

56.6 63.8 86.8 93.8 63.7 

DeepLabv3 54.3 72.4 87.8 94.2 72.4 

DeepLabv3+ 43.5 74.3 88 91 63 

FPN 42.2 72.3 58.4 77 44.1 

U-Net++ 45.9 80.8 90.8 90 76.5 

U-Net 41.5 77 84.5 87 43 

DCSA-Unet 43.2 78 85.7 

 

92 79.5 

Proposed 

model 

38.7 86 87.8 96.8 86.6 

 
Illustrate the results of the GastroFPN model, which 

is surrounded by green, for the best detection of 

lesions. And comparing other models that train, our 

results show that segmentation is more accurate. 
Figure 5 depicts the results of the FPN model. 

The model was trained separately without being 

combined with UNET++ to show the difference 
between them. Thus, the FPN is a feature extractor 

that, by taking only one-scale, arbitrary-sized 

images as an input, produces correspondingly 
proportioned maps at different levels, all of which 

are fully convolutional. 

Fig. 6. shows the results for the DeeplabV3 

model with enhancement, which is more accurate 
than the FPN model. One of the problems to 

overcome is a different way of segmenting objects 

according to different scales. So, modules are made 
that use atrous convolution in cascade or parallel, 

which can pick up on multiple scales by using 

different atrous rates. On top of these, the model 
used to add the Atrous Spatial Pyramid Pooling  

 
Table 2. Segmentation performance comparison of the 

proposed model for Kvasir SEG and CVC-ClinicDB 

dataset 

Dataset Methods  Accuracy  Dice-

Score 

IoU 

 

 

Kvasir 

SEG 

 

101 95.28 90.80 83.86 

102 95.87 92.30 85.90 

103 96.1 92.35 86.27 

Unet++ 104 93.54 82.44 75.35 

100 96.50 92.67 86.08 

Msnet 96.45    90.74        86.27      

GastroFPN 96.62 92.54 87.57 

 

 

CVC-

ClinicDB 

102 98.32 91.20 90.89 

103 98.27 90.99 90.78 

104 93.47 63.88      71.43       

MSnet 98.30 86.25       80.46      

GastroFPN   98.55 91.64       89.63      

from DeepLabv2, which is also responsible for the 
global context and the deep learning feature 

encoding, which were again included, and they 

pushed the performance to the top. Table 1. 

describes the differences between various models of 
EDD2020 dataset. Our proposed model achieves the 

best results, as shown for 0.38 of the IoU, F1 at 0.85, 

and REC at 0.87. while accuracy of segment 
registered at 0.968 and Dice score at 0.866. Our 

study trained seven models to report the best results 

for segmentation lesions.  
The suggested model surpasses all other models 

according to four out of five metrics, including IoU 

and DSC, which are the two metrics that are 

considered to be the most significant and frequently 
used in the area of medical picture segmentation. As 

can be observed, the proposed model exhibits 

superior performance. 
Table 2 applies different models to Kvasir 

datasets to register the best network segment. The 

results focus on three metrics. DICE, IOU, and ACC. 
Table 2 apply different model on Kvasir and 

CVC-ClinicDB datasets to show best network of 

segment. the results focus of three metrics DICE, 

IOU and ACC.  again, the suggested model 
surpasses all other models in terms of four of the 

metrics (including IoU and DSC, which are the two 

metrics that are considered to be the most significant 
and commonly utilized in the area of medical image 

segmentation). A comparison was made between the 

suggested model and other models that have been 

offered in recent times, based on the outcomes that 
these models attained on the datasets, as published 

in the literature sources that corresponded to the 

proposed model.  
Figure 7. shows the training model of Unet++ 

has an archive dice score near 0.76 at 70 epochs.  

 
 

Figure. 7 training model of Unet++ 
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Figure. 8 training model of FPN 

 

 
Figure. 9 The training model of deeplabv3+ 

 
After epoch 50, the model has archived more 

accuracy after the learning rate was reduced to 0.001.  
Figure 8 depicts the low range of the dice score, 

which is near 0.44 at epoch 50.  

Figure 9 illustrates the dice curve for best 

reaching 0.65 with epoch 70 for deeplabv3+.  

5. Discussion and future work  

The advantage of our model is that the main 

work of Unet++ is to be fast enough to decide the 
definite classification map, chosen from one of the 

segmentation branches under consideration. It is this 

that makes with several different types of semantic 

levels and can also produce feature maps with very 
high resolution. The deconvolutional work of the 

input feature UNet++ is used by UNet++. These 

refer to the multilayer of a neural network's inputs as 
an evenly laid tensor product. Our model passes 

through three stages of segmentation with FPN 

segment merge-decoded layers. 
Figure 10 illustrate the comparative dice score of 

three comparative model applied on Kvasir-SEG 

dataset. It represents our proposed model 

GastroFPN and Unet++ and MSNet model. the  

 
Figure. 10 the comparative Dice score of three model of 

the Kvasir-SEG dataset 

 

 
Figure. 11 the comparative Dice score of three model of 

the CVC-Clinic DB dataset 

 
epochs at 100 is the best results of each model for 

GastroFPN 92.54, Unet++ 82.44 and        MSnet 

90.74.  
Figure 11 shows the comparative dice score of 

three comparative model applied on CVC-ClinicDB 

dataset. It represents our proposed model 
GastroFPN and Unet++ and MSNet model. the 

training epochs at 100 is the best results of each 

model for GastroFPN 91.64, Unet++ 71.43 and 

MSNet 86.25.  

6. Conclusion  

This paper makes significant progress in the 
field of identifying gastrointestinal disorders by 

presenting an enhanced feature pyramid network 

decoder, which is an excellent segmentation model 

that utilizes advanced deep learning techniques. The 
suggested technique shows potential for improving 

clinical processes by facilitating fast and accurate 

detection of gastrointestinal issues, ultimately 
leading to improved patient outcomes and reduced 

healthcare expenses. In order to address the 
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challenges arising from insufficient annotated data, 
the proposed model employs transfer learning and 

data augmentation techniques to leverage pre-

trained CNN models and enhance its ability to 

generalize. Rigorous testing on a varied dataset 
showcases that the suggested model surpasses 

existing segmentation methods in terms of both 

accuracy and computational efficiency. It attains 
cutting-edge outcomes. The results demonstrate the 

efficacy of our approach. The proposed model, 

when applied to the EDD2020 dataset, produced a 
segmentation accuracy of 96.8%, a dice-score of 

86.6%, and an F1-score of 85.3%. We trained the 

suggested model using two separate datasets, 

specifically the CVC-ClinicDB and Kvasir-Seg 
databases. The CVC-ClinicDB obtained a Dice-

Score of 91.64%, an Intersection over Union (IoU) 

of 84.63%, and an accuracy of 98.55%, as shown by 
the results metrics. The Kvasir-Seg dataset achieved 

a Dice score of 92.54%, an IoU score of 87.57%, 

and an accuracy score of 96.62%. In the future, we 
will investigate further to apply our proposed work 

to detecting other diseases. 
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