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Abstract: This paper focuses on human activity recognition (HAR) for elderly care using the Light Gradient 

Boosting Machine (LGBM) algorithm. HAR plays a vital role in monitoring and ensuring the well-being of older 

individuals. By analysing sensor data, this system can accurately detect activities such as jogging, walking, sitting, 

and standing. The proposed framework integrates LGBM with an Android application that reads user movement data, 

classifies activities, displays step counts per day, and provides rewards for achieving movement targets. To address 

privacy concerns, user data is anonymized using Elliptic Curve Cryptography (ECC) Blind Signature. The system 

leverages the power of artificial intelligence models in the Mobile Crowd Sensing (MCS) server to effectively 

distinguish between different activities with high accuracy and reliability. By remotely monitoring the elderly's 

activities, healthcare providers can ensure their safety. Experiment results show the practicality of proposed system 

by achieving overall accuracy of activity recognition when sitting, standing, walking, and jogging 97.5%. 
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1. Introduction  

Recognizing human activity has long been a key 

component of Human-Computer Interfaces (HCI). 

Novel applications in healthcare, security, and 

entertainment are among the many areas that new 

ideas in human activity recognition (HAR) and 

sensing technologies aim to enable [1, 2]. Using a 

variety of technologies, including vision-based [3], 

acoustic-based [4], accelerometer-based [5], 

wearable sensors [6], environment-installed sensors 

[7, 8]and smartphones [9], a vast amount of 

literature has been presented in this crucial search 

field. 

Human activity recognition plays a crucial role 

in elderly care, as it helps monitor and ensure the 

well-being of older individuals [10]. This 

technology utilizes a combination of artificial 

intelligence algorithms to accurately classify and 

identify various activities performed by elderly 

people. By analyzing sensor data techniques, this 

system can detect activities such as jogging, walking, 

sitting, standing [11, 12]. According to a 2011 

World Health Organization (WHO) survey, over 

650 million people of working age around the world 

are disabled [13]. There are currently insufficient 

facilities to accommodate the needs of people with 

disabilities [14, 15]. One of these is the need for a 

companion to supervise their activities. People with 

disabilities must be protected and supervised at all 

times to avoid injury, danger, or accidents [16]. 

Artificial intelligence is becoming more popular 

for HAR due to its self-learning capabilities and 

robust classification models [17]. In recent years, 

several studies on HAR have been conducted using 

machine learning and deep learning [18-20], but 

only a few have focused on developing a framework 

for the HAR system for the elderly. Kaixuan Chen et 

al. [21] provided an overview of the challenges and 

opportunities in the field of human activity 

recognition using deep learning techniques.  

Activity recognition has become one of the due 

to the availability of various sensors available on 

smartphones and wearable sensors such as 

accelerometer, gyroscope, GPS and etc [22]. With 

the advancement of sensor technology and mobile 
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computing. Mobile Crowd Sensing (MCS) is a new 

breakthrough in IoT that has advantages in the 

process of acquiring sensor data from the 

surrounding environment. The availability of several 

sensors integrated with smartphones or wearable 

devices is one of the advantages of the MCS 

paradigm. In addition to several advantages, security 

and privacy [23-25] are of important in MCS 

systems. In MCS, users' personal information such 

as identity and location information are vulnerable 

to privacy attacks. Some kinds of attacks on MCS 

include Spoofing, Malware, Jamming, DoS, and etc 

[26-27]. Challenges to the security and privacy of 

user data are important in the process of 

implementing classification using a source that uses 

the MCS method, namely by adding security 

algorithms to the system.  

So, in this paper the contribution is analyses 

with Light Gradient Boosting Machine (LGBM). 

LGBM is a development of the Gradient Boosting 

algorithm method [28]. In Gradient Boosting 

Decision Tree (GBDT), a decision tree model will 

experience the addition of the error experienced by 

the previous decision tree model, which is added to 

the training process. LGBM uses the same principle, 

but prefers tree-leaf based model building over 

level-wise, as a result LGBM models are prone to 

overfitting. However, the loss in this model can be 

kept as low as possible, where the error is 

suppressed by using a gradient-boosting algorithm. 

The modelling results of LGBM will be integrated 

with an Android application, which will read data 

from the movement of user activities, classify user 

activities, display step counts per day, and provide 

rewards for reaching the target movement in the 

form money coins according to the MCS scheme. 

The reward system will be provided by the ministry 

of health. The data obtained from sensor readings, 

along with the identity of the user such as NIK, 

name, age, gender, classification results will be 

converted to anonymous to disguise the privacy of 

user data using ECC Blind Signature. By utilizing 

the powerful capabilities of artificial intelligence 

models in the MCS server, this system can 

effectively distinguish between different activities 

performed by elderly individuals with high accuracy 

and reliability of security [29]. By accurately 

recognizing these activities, healthcare providers can 

remotely monitor the elderly [30, 31].  

The remainder of this paper is divided into the 

following sections. Section 2 includes related works. 

The proposed system will be discussed in Section 3. 

The measurement result and discussions will be 

discussed in Section 4. The paper conclusion in 

Section 5. 

2. Related works  

Among the studies on mobile crowd sensing and 

human activity recognition are Csizmadia et.al [32] 

This paper presents a study investigating the use of 

wearable devices and machine learning to 

automatically recognize children's activities. The 

goal was to develop a reliable method for detecting 

40 different playful and everyday activities that 

could form the basis of applications to facilitate 

physical activity or predict developmental disorders. 

34 children ages from 6 to 8 years wore 

smartwatches equipped with motion sensors while 

performing the activities. A test battery called 

BATB was developed including activities like 

hopscotch, crawling, and everyday tasks. Motion 

data was collected and analysed using a Light 

Gradient Boosted Machine (LGBM), a decision 

tree-based machine learning algorithm. The LGBM 

model achieved an overall classification accuracy of 

95% across all activities. To account for class 

imbalance, Area under the ROC Curve (AUC) 

scores were also reported and found to be above 0.8 

for 17 out of the 40 activities, indicating very good 

recognition performance for many tasks. The AUC 

is a metric that quantifies the overall performance of 

a classification model. It represents the probability 

that a randomly chosen positive instance (e.g., a true 

positive) will be ranked higher than a randomly 

chosen negative instance (e.g., a false positive). 

Playful activities tended to yield higher AUC scores 

compared to everyday tasks, possibly because they 

involve more complex body patterns.  Notably, the 

window size parameter, which defines the time 

interval of data used for classification, had no 

significant impact on performance across the range 

tested from 0.3 to 3 seconds. This suggests the 

method is robust to window size choice. Sample size 

did appear to influence results, with lower 

recognition for rarer activities. This study 

demonstrates the feasibility of using commodity 

wearable sensors and machine learning to 

automatically recognize a variety of children's 

physical activities with very good accuracy and 

AUC scores. The methods developed could enable 

new applications to promote activity in interactive 

games by providing real-time feedback. The ability 

to detect certain activities also has applications for 

screening developmental disorders. In summary, this 

paper presented a well-designed activity recognition 

study that achieved strong results for children's tasks 

using LGBM modelling. The methods developed 

have practical applications and provide guidance for 

further optimizing automated behaviour analysis 

through wearable devices and machine learning. In 
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this paper the model achieved an overall 

classification accuracy of 95%, so it can be 

reviewed if LGBM is suitable for active movements 

such as children's activities which later for our paper 

to classify activities for elderly people will achieve 

better accuracy. 

Research carried out by Guolin Ke, et.al. [33]. In 

the AI model used in several intelligent systems, the 

majority of these systems use the Neural Network 

approach and also Deep Learning. As mentioned 

earlier, the Deep Learning model has a disadvantage 

in terms of high resource consumption, so additional 

techniques are needed for the suppression process, 

including compression or encoding techniques. 

Researchers consider the existence of other AI 

models that can be based on the way decision trees 

work, so they are called tree-based models. One 

example is the Gradient Boosting Decision Tree or 

GBDT. GBDT itself is a fairly popular model to 

implement, coupled with several variants of 

modifications to add optimization to the model, such 

as the Extreme Gradient Boosting (XGBoost) model, 

as well as the Gradient Boosted Regression Tree 

(GBRT). With the existence of various variants of 

tree-based models, researchers built a new model 

that has a faster processing speed compared to 

existing models (up to 20x faster), but can achieve 

the same level of accuracy. The proposed model 

combines the GBDT model with the Gradient-based 

One-Side Sampling (GOSS) technique as well as the 

Exclusive Feature Bundling (EFB) technique. This 

new model is called the Light Gradient Boosting 

Machine or LightGBM. Comparison of the 

processing speed of the LightGBM model. Where 

the results to achieve AUC 0.78, the LGBM model 

only takes 100 seconds, while other models take 

about 900-1000 seconds, which proves that LGBM 

works faster, even though the data has high sparsity 

and volume.  

In other research Gao, et.al [34] This paper 

proposes a human activity recognition algorithm 

based on stacking denoising autoencoder (SDAE) 

and LightGBM (LGB). The SDAE is used to extract 

features from raw sensor data in an unsupervised 

manner, removing noise from the sensors. 

LightGBM is then used for the supervised 

classification of activities. The methodology has 

four main steps - data acquisition, preprocessing, 

unsupervised feature extraction via SDAE, and 

supervised classification with LightGBM. 

Smartphone sensors are used to collect data on 

human moving modes, static behaviours, and 

dynamic behaviours. The data is segmented into 

windows and standardized before feature extraction. 

SDAE is applied separately to each sensor stream to 

learn features in an unsupervised layer-wise manner. 

Noise is added during training to make the network 

more robust. Extracted features from all sensors are 

concatenated to form the final feature vector. 

Analysis shows the SDAE reduces inner-class 

dispersion by 97.5% while increasing outer-class 

dispersion, improving separability. LightGBM is 

then used for classification. A boosting k-fold 

approach is proposed, where errors from one-fold 

are prioritized in the next fold's training, improving 

accuracy. The algorithm is evaluated on four public 

datasets with six activity classes are walk, walkup, 

walkdown, sit, stand, and lay. The results show an 

average accuracy of 95.99% across the four datasets, 

outperforming XGBoost (92.16%), CNN (93.52%), 

CNN with statistical features (97.63%), and single 

SDAE (97.9%). This demonstrates the proposed 

algorithm is effective for activity recognition from 

inertial sensors even with data from different 

devices and scenarios. In conclusion, this paper 

presents an activity recognition method based on 

stacking denoising autoencoder for unsupervised 

feature extraction and LightGBM for supervised 

classification. It achieves state-of-the-art average 

accuracy on multiple datasets, indicating robustness 

to data variations. The boosting k-fold approach also 

helps optimize LightGBM. Overall, the 

methodology effectively recognizes human activities 

from smartphone sensors. However, the addition of 

noise to user raw data, the problem of data training 

time and accuracy.  

Research Zhang, et.al [35] This paper proposes a 

semi-supervised learning approach using LightGBM 

for human activity recognition based on smartphone 

sensors. It aims to improve the recognition accuracy 

and robustness with limited labeled data. A key 

contribution is the use of semi-supervised learning 

to enrich the dataset by leveraging a large amount of 

unlabeled data. The data was collected from 20 

subjects performing 5 indoor activities (climbing 

stairs, stillness, walking, taking elevator/escalator) 

using smartphone sensors. After preprocessing and 

feature extraction from sliding windows, only 10% 

of the data was labeled for training, with the 

remaining 90% unlabeled. A graph-based label 

spreading algorithm was adopted for semi-

supervised learning, achieving 97.94% labeling 

accuracy. LightGBM was then applied to the 

enriched dataset for classification and compared 

against other supervised and semi-supervised 

techniques. LightGBM was chosen due to its 

robustness from the histogram algorithm, GOSS 

sampling, EFB feature bundling, and leaf-wise 

learning strategy. The experimental results showed 

semi-supervised LightGBM achieved the best 
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Figure. 1 Proposed Activity Recognition for Elderly in MCS 

 

overall accuracy of 85.24%, outperforming the other 

supervised models (83.5-70.92%) and semi- 

supervised models. An analysis of the LightGBM 

confusion matrix showed highest f-score for 

climbing stairs activity recognition at 91.34% due to 

distinct sensor patterns, while stillness had the 

lowest at 81.35% due to minimal movements. 

Elevator/escalator recognition was similar to 

walking. The semi-supervised approach consistently 

outperformed supervised learning for all classifiers 

by enriching the dataset. In conclusion, the study 

presented an effective semi-supervised human 

activity recognition approach using LightGBM. By 

leveraging unlabeled data through label spreading, 

the dataset was enriched which improved 

generalization compared to limited labeled data 

alone. LightGBM proved robust for activity 

classification, achieving state-of-the-art accuracy of 

85.24% on the dataset. The key advantages of the 

proposed methodology are its ability to improve 

recognition performance with limited labeling effort 

through semi-supervised learning and LightGBM's 

robustness. Just like the first research before, the 5 

activities performed in this research resulted in an 

accuracy of 85.24% where the accuracy results for 

our research could be higher for elderly activities. 

3. Proposed system  

The proposed system integrates two main 

components: a machine learning scheme that uses 

the LightGBM algorithm for activity recognition 

and a secure blind signature that uses Elliptic Curve 

Cryptography (ECC). Additionally, users who 

successfully complete the activity requirements will 

receive rewards in accordance with the MCS 

scheme. The reward system will be provided by the 

ministry of health. In LightGBM, we use a concept 

known as verdict trees, "verdict trees" refer to the 

decision trees used within the algorithm to make 

predictions. These decision trees are also known as 

"base learners" or "weak learners." The term 

"verdict" might imply that each tree is making a 

judgment or decision about the outcome based on 

the input features. In ensemble methods like 

gradient boosting, these verdict trees are combined 

to form a strong predictive model, so that we can 

cram a function such as, from the input space 𝑋 , 

towards the gradient space 𝐺 . It is assumed that 

there is a training set with instances like 𝑥1, 𝑥2, and 

up to 𝑥𝑛, where each element is a vector in space 𝑋 

with 𝑠 dimensions. All of the negative gradients of a 

loss function with regard to the output model are 

indicated as 𝑔1, 𝑔2 , and up to 𝑔𝑛 , in each of the 

restatements of a gradient boosting. In actuality, the 

decision tree separates each node at the most 

explaining characteristic, which also produces the 

greatest evidence gain. With this kind of model, the 

variance following segregation can be calculated to 

determine how much the data has improved. It can 

be expressed by Eq (1): 

 

𝑌 = 𝐵𝑎𝑠𝑒_𝑡𝑟𝑒𝑒(𝑋) − 𝑙𝑟 × 𝑇𝑟𝑒𝑒1(𝑋) −
𝑙𝑟 × 𝑇𝑟𝑒𝑒2(𝑋) − 𝑙𝑟 × 𝑇𝑟𝑒𝑒3(𝑋)                     (1) 

 

Where 𝑌 is the dependent variable or the output 

of the equation, 𝐵𝑎𝑠𝑒_𝑡𝑟𝑒𝑒(𝑋) represents the base 

tree function evaluated at 𝑋, 𝑙𝑟 is the learning rate, a 

scalar coefficient, 𝑇𝑟𝑒𝑒1(𝑋), 𝑇𝑟𝑒𝑒2(𝑋),  and 

𝑇𝑟𝑒𝑒3(𝑋) are functions representing the outputs of 

three different trees evaluated at 𝑋. 
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Explanation, let  𝑂  be a training dataset on a 

fixed node of a decision tree and then the variance 

gain of dividing measure 𝑗 at a point 𝑑 for a node is 

defined as:  

 

𝑉𝑗|𝑂(𝑑) =
1

𝑛𝑜
 

(

 
 
 
(∑  

{𝑥𝑖𝜖𝑂:𝑥𝑖𝑗≤𝑑}
𝑔𝑖)

𝑛𝑙|𝑂
𝑗 (𝑑)

2

+

 
(∑ {𝑥𝑖𝜖𝑂:𝑥𝑖𝑗≥𝑑}𝑔𝑖)

𝑛𝑟|𝑂
𝑗
(𝑑)

2

)

 
 
 

               (2) 

 

Where 𝑛𝑜 = ∑ 𝐼 [𝑥𝑖 ∈ 𝑂]  , 𝑛𝑙|𝑂
𝑗 (𝑑) =

 ∑ 𝐼 [𝑥𝑖 ∈ 𝑂 : 𝑥𝑖𝑗 ≤ 𝑑] , 𝑛𝑟|𝑂
𝑗 (𝑑) =  ∑ 𝐼 [𝑥𝑖 ∈

𝑂 : 𝑥𝑖𝑗 ≥ 𝑑] 

 

Gradient One-Sided Sampling or GOSS utilizes 

every instance with a larger gradient and does the 

task of random sampling on the various instances 

with the small gradients. The training dataset is 

given by the notation of 𝑂 for each particular node 

of the Decision tree. The variance gains of 𝑗 or the 

dividing measure at the point 𝑑 for the node is given 

by:  

 

�̃�𝑗(𝑑) =
1

𝑛
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𝑏
 ∑ 𝑥𝑖𝜖𝐵𝑟𝑔𝑖)
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𝑗
(𝑑)

2

)

 
 

              (3) 

 

Where 𝐴𝑙 = {𝑥𝑖 ∈ 𝐴: 𝑥𝑖𝑗 ≤ 𝑑} , 𝐴𝑟 = {𝑥𝑖 ∈

𝐴: 𝑥𝑖𝑗 > 𝑑} , 𝐵𝑙 = {𝑥𝑖 ∈ 𝐵: 𝑥𝑖𝑗 ≤ 𝑑} , 𝐵𝑟 = {𝑥𝑖 ∈

𝐵: 𝑥𝑖𝑗 > 𝑑} , and the coefficient  
1−𝑎

𝑏
 is used to 

normalize  the sum of gradients over B back to the 

size of 𝐴𝑐. 
The training phase and the testing phase are the 

two main stages of the machine learning scheme that 

uses supervised learning techniques. The input data 

is used in the training phase to establish the target, 

or corresponding output, and the classifier 

parameters, or training samples. As the Third 

Trusted Party (TTP) in the blind signature scheme, 

the server will produce as many keys as users—in 

this case, 100 users. Regarding the creation of public 

and private keys for the ECC algorithm utilizing 

curve secp384r1, which has a bit length of 384 bits 

and equation 𝑦2 ≡ 𝑥3 − 3𝑥 + 𝑏 (𝑚𝑜𝑑 𝑝) , where 

parameter b which is 384 bits long with a bit length 

of 384 bits and 4𝑎3 + 27𝑏2 ≠ 0 . Our blind 

signature protocol involves four participants: a 

family requester F, a signer 𝐵, and a requester 𝐴, 

and Ministry Health M. Next, in a role as a Third  

 
Figure. 2 Map of Data Collection Location 

 

Trusted Party (TTP), server S is in control of 

creating the system parameters and providing the 

user with a secure identity.  

There are two scopes in our proposed scheme: a 

classification system phase and a real-time testing      

phase. There are eleven phases in the online scope: 

Initialization; identity verification; data collection; 

preprocessing; identification results; blinding phase, 

signing phase, unblinding phase and signature 

verification, encryption phase, decryption phase, and 

reward phase.  

3.1 Classification system phase 

To perform the classification process using 

artificial intelligence, the first step is to collect data 

from several users that will be used as input for the 

training process. The dataset has been created by 

involving 10 different users, who perform 4 types of  

movements namely sitting, standing, walking, 

and jogging. 

A three-part data collection scenario was created 

for this research and includes the following: 

1. A maximum 50 data points from sitting and 

standing activities will be sampled over a 1000 

ms period, yielding 1 data point per second.  

2. A maximum of 50 data points will be sampled 

during walking activities over a period, yielding 

2 data points per second 

3. A maximum of 50 data points will be sampled 

during the jogging activity over a 250 ms period, 

yielding 4 data points per second. 

The dataset obtained will be pre-processed first 

so that it can be input for the artificial intelligence 

training process. Preprocessing includes filtering 

using IIR Filter, normalization using z-score, feature 

extraction on each sensor and axis so that 24 

features are obtained, training and tuning of artificial 

intelligence modelling that will be used. There are 

several AI models that will be tested using the 

dataset to compare the accuracy of the system and 

also the computation time that needs to be done by 

the system on the incoming data. 
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Eq (3) can be used to calculate the Low Pass 

process utilizing an IIR filter. 

 

𝐻(𝑧) =
𝑏0+𝑏1𝑧

−1+⋯+ 𝑏𝑛𝑧
−𝑚

1+ 𝑎1𝑧
−1+⋯+ 𝑎𝑛𝑧

−𝑚                                (3) 

 

The equation of z-score can be calculated in Eq. 

(4): 

 

𝑍 =
𝑥−𝜇

𝑠
                                                              (4) 

 

Where 𝑠 is the attribute population's standard 

deviation, 𝜇 is the attribute population's average, and 

𝑥 is the raw data. 

3.2 Real-time ttsting phase 

In testing artificial intelligence, the help of an 

Android application that can read Accelerometer 

and Gyroscope sensor data from a user activity will 

be used. By using an artificial intelligence model 

that has been trained, the user's reading condition 

will be classified whether it is included in the 

activity of sitting, standing, walking, or jogging. The 

sensor reading data is added with the user's location 

to show the user's location. In the real-time testing 

phase, the user registers first, after which the server 

authenticates the user, allowing the user to record 

their activities. The Android then classifies their 

activities, and the model derived from the training 

results is compared in real time with the feature 

extraction results. After the user records the activity 

of walking and jogging counting every 10 minutes, 

the user will be rewarded with a coin of 10 rupiah. 

Giving rewards is done so that users have the 

enthusiasm to do walking and jogging activities. 

Moreover, data encryption and blind data collection 

are done.  

a. Initialization. To configure the system, we 

specify the domain's parameters during 

registration. This includes creating an elliptic 

curve 𝐸 (𝐹𝑞) , over a prime field 𝐹𝑞  with 𝑞 

exceeding 384 bits. An order 𝑑 and base point 𝐺 

are chosen on the curve. The server generates a 

public-private key pair, with the public key 

𝑃𝑘𝑆 = 𝑛𝑠. 𝐺. Users select their private keys and 

generate their public keys. Registration on the 

server is required before accessing services. 

Users receive a JSON Web Token (JWT) for 

authentication. Each user is provided with a 

unique set of keys, sent securely from the server. 

b. Identity Verification. After registration, user 

authentication is performed to allow access to 

valid users and prevent unauthorized access. The 

authentication process involves generating a 

JSON Web Token (JWT) for each registered user. 

The JWT serves as a token that can be used to 

verify the user's identity and grant access to the 

system. 

c. Data Collecting. Data collection in real-time 

testing process involves obtaining raw data from 

accelerometer and gyroscope sensors. The raw 

data includes 3 values (x, y, z) from the 

accelerometer and 3 values (ϕ, θ, ψ) from the 

gyroscope. The collected data is unlabelled and 

used as input for preprocessing. 

d. Preprocessing. Data preprocessing in the real-

time testing process involves three stages: 

filtering, feature extraction, and normalization. 

The pre-processed data is then used as input for 

machine learning identification in an Android 

application. 

e. Identification Result. In the decision-making 

stage, the normalized data is used as input to 

predict activities using a loaded model. The 

model compares the input data and generates 

predictions for each activity. 

f. Blinding Phase. Blindness is primarily used for 

protecting communications without the signer's 

knowledge. Requester A uses their public and 

private keys (𝑛𝐴, 𝑃𝑘𝐴), along with the message 

digest ℎ(𝑚) and hash of ID user ℎ(𝐼𝐷)to blind 

the message 𝑚 = ℎ(𝑚)   ⃦ ℎ(𝐼𝐷) . The blinding 

operation is computed according to 𝛼 =
𝑚. 𝑛𝐴. 𝑃𝑘𝐴, resulting in the blinded message 𝛼. 

This blinded message is then received by the 

signer B and other family requesters F'. 

g. Signing Phase. Upon receiving the message 𝛼 , 

the signer B and other family requester F' select 

random integers 𝛽 in the range  [2, 𝑑 − 2]. They 

use these integers to calculate the secret elements 

R 𝑅𝐵 = 𝛽𝐵. 𝛼 and 𝑅𝐹′ = 𝛽𝐹′ . 𝛼 , and the blind 

signatures S as 𝑆𝐵 = (𝑛𝐵 + 𝛽𝐵). 𝛼  and 𝑆𝐹′ =
(𝑛𝐹′ + 𝛽𝐹′). 𝛼. The message signature pairs (α, 

(R, S)) are then sent back to the requester A. 

h. Unblinding and Verification Phase. To reveal the 

blind signature, Requester A uses the blind 

signature 𝑆𝐵 , the previously generated message 

'm', private key 𝑛𝐴, and the public key 𝑃𝑘𝐵of the 

signer. This allows extracting the blind signature  

i. 𝑆𝐵′  using 𝑆𝐵′ ≡ 𝑆𝐵 −𝑚. 𝑛𝐴 .𝑃𝑘𝐵 . The same 

process is applied for the other family requester 

𝐹′ ', as expressed 𝑆
𝐹′
′ ≡ 𝑆𝐹′ −𝑚. 𝑛𝐴 .𝑃𝑘𝐹′ . 

Requester A also computes the message digest 

value 𝑚′  and performs the unblinding process 

according 𝑚′ ≡ 𝑛𝐴 .(𝑛𝐴 − 1).𝑚 +𝑚 . Requester 

A then verifies the authenticity of the signature 

and the transmitted message digest using the 

signer's public key 𝑃𝑘𝐵 and the public keys 𝑃𝑘𝐹′  
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Table 1. Samsung A54 Specifications 

Samsung A54 Specifications 

Processor Exynos 1380  

Android Version Android 13, One UI 5.1 

Random Access Memory 

(RAM) 
6 GB 

Connectivity 

Wi-Fi 802.11 a/b/g/n/ac, 

dual-band, Wi-Fi Direct, 

hotspot 

 
 

of other family requesters. The validity 

𝑅𝐵. 𝑃𝑘𝐵 ≟ 𝑆𝐵′ −𝑚
′. 𝑃𝑘𝐵 and 𝑅𝐹′ . 𝑃𝑘𝐹′ ≟

 𝑆
𝐹′
′ −𝑚′. 𝑃𝑘𝐹′ is checked during this 

verification process. 

j. Encryption Phase. The encryption phase aims to 

prevent unauthorized access to sensitive 

information during data transfer. Measures like 

data segmentation, padding, and encryption 

algorithms (such as AES-CBC) are employed to 

enhance operational security. The resulting 

encrypted data is stored in the database. 

k. Decryption Phase. Decryption is the process of 

converting encrypted messages back to their 

original state. On an Android device, decryption 

is performed to display the results of user activity 

classification by Requester A and Requester 

Family F. The ciphertext block 𝐶𝑖 is decrypted 

using the decryption function with the same key 

k, and the plaintext block 𝑣𝑖  is derived using the 

intermediate value 𝐼𝑉𝑖 and the previous 

ciphertext block 𝑐𝑖−1 . If padding was added 

during encryption, it is removed to recover the 

original plaintext. 

l. Reward Phase. The reward phase is conducted 

by the Ministry of Health M. This reward is 

given to users who have done walking and 

jogging activities for 10 minutes with a reward of 

10 rupiahs. 

𝑆 → 𝑅1, 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦. 𝑅𝐸𝑆𝑈𝐿𝑇_𝑂𝐾, 𝑑𝑎𝑡𝑎 → 𝑈 . 

Where S be the starting of retrieving activity 

recognition. Let 𝑅𝑖,𝑗,𝑘  represents the invocation 

with request code i, result code j, and data k. Let 

U be the update of obtained coins. 

4. Measurement result and discussion  

In this section, we discus about the classification 

system phase and real-time testing result phase. The 

outcomes of machine learning training using 

accelerometer and gyroscope sensors are shown in 

the classification system phase. The results of the 

blind signature using the ECC algorithm and the 

model's testing from the training results are 

displayed in the classification system phase. 

4.1 Classification system result 

The first step is collecting raw data from 

Accelerometer sensors (x, y, z) and Gyroscope 

sensors (ϕ, θ, ψ), up to 50 data points per axis, using 

an application that has been customized with 

varying time intervals based on the user's activities. 

There are 200 total data points that are used in the 

training process. One time with a smartphone 

(Samsung Galaxy A54) placed on the right tight. 

Samsung A54 specifications can be seen in Table 1. 

To reduce noise using IIR Filter with 25Hz cutoff 

frequency applied. After reduce noise is feature 

extraction. resulting in 24 extracted features that are 

ready to be used for machine learning as a better 

separable representation of the raw sensor 

data. The following shows in Fig. 3 the results of 

plot box feature extractions on each activity 

Although extracted features may not appear 

perfectly separable, a machine learning model can 

accurately classify activities by combining multiple 

features. Figs. 1(a)-(d) show box plots grouped by 

activity. In sitting activity, we look at the range of 

mean x values, the sitting activity has the lowest 

range of values, indicating the most limited 

movement while sitting. The standard deviation of x 

for the sitting activity also has the lowest range of 

values, indicating high stability of movement while 

sitting. The maximum and minimum values of x for 

sitting activities also have the lowest range of values, 

indicating the most restricted movement while 

sitting. Standing Activity, we look at the range of 

mean x values, standing activities have a slightly 

higher range of values than sitting, indicating less 

variation in movement while standing. The standard 

deviation of x for standing activities also has a 

slightly higher range of values than sitting, 

indicating a slight variation in movement while 

standing. The maximum and minimum values of x 

for standing activities also have a slightly higher 

range of values than sitting, indicating there is little 

variation in movement while standing. Walking 

Activity we look at the range of mean x values, 

walking activity has an even higher range of values 

than sitting and standing, indicating more movement 

than sitting or standing. The standard deviation of x 

for walking also has a higher range of values, 

indicating a greater variation in movement when 

walking. The maximum and minimum values of x 

for walking also have a higher range of values, 

indicating a wider range of movement when walking. 

Jogging Activity, we look at the range of mean x 

values, the jogging activity has the highest range of 

values, indicating the most intense and extensive 

movement compared to the other activities. The 
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(a)                                                                                          (b) 

 
(c)                                                                (d) 

Figure. 3 Box plots for four features of the dataset grouped by activity: (a) mean of the x-axis signal accelerometer, 

(b) standard deviation of the x-axis signal accelerometer, (c) max of the x-axis signal accelerometer, and (d) min of the x-

axis signal accelerometer 

 
Table 2. LightGBM Tuning Parameters 

Parameter Value 

objective multiclass 

num_class 4 

boosting_type gbdt 

metric multi_logloss 

learning_rate 0.05 

feature_fraction 0.9 

bagging_fraction 0.8 

bagging_freq 5 

 

 
Figure. 4 Confusion Matrix 

standard deviation of x for the jogging activity also 

has the highest range of values, indicating the 

greatest variation in movement and instability 

compared to the other activities. The maximum and 

minimum values of x for the jogging activity also 

have the highest range of values, indicating the most 

extensive and intense movement compared to the 

other activities. The next step is the normalization 

process, which employs the z-score technique. After 

that the data collecting, preprocessing and feature 

extraction, and normalization necessary to get 

reasonable results from machine learning is already 

done by the HAR Smartphone dataset. First, 

to comprehend the dataset, various plots are used, 

such as box plots per activity to understand feature 

distribution for various activities. Finding the ideal 

number of features to best represent the data is the 

next step, since the dataset contains 24 extracted 

features. For this we use some of the LightGBM 

parameters in Table 2. Parameter explanations are as 

follows: objective, the objective parameter specifies 

the loss function to be optimized during the training 

of the gradient boosting model. In this case, the 

"multiclass" objective is selected, indicating that the 

model will be trained for multiclass classification 

tasks. num_class, this parameter specifies the 

number of classes in the multiclass classification 
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(a) 

 

 

(b) 

 

 

(c) 

 

 

(d) 

Figure. 4 AUC Values: (a) AUC Values in sitting activity, (b) AUC Values in standing activity, (c) AUC Values in 

walking activity, and (d) AUC Values in jogging activity 

 

problem. In this paper, the value is set to 4, 

indicating that there are four classes to be predicted. 

Boosting_type, the boosting_type parameter 

determines the type of boosting algorithm to be used. 

In this case, "gbdt" (Gradient Boosting Decision 

Tree) is selected. GBDT is a popular boosting 

algorithm that builds an ensemble of decision trees 

sequentially, where each subsequent tree corrects  
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Figure. 5 Visualization in Walking Activity 

 

 

Table 3. Metric Evaluation of Each Class [36] 

Class Precision Recall f1-score Support 

Sit 1 1 1 17 

Stand 0.92 1 0.96 23 

Walk 1 0.91 0.95 23 

jogging 1 1 1 17 

Overall 

accuracy 
0.975 

 

 

the mistakes made by the previous ones.  metric: 

The metric parameter specifies the evaluation metric 

to be used during training. In this case, 

"multi_logloss" is selected, which is the logarithmic 

loss function for multiclass classification. It 

measures the performance of the model based on the 

predicted probabilities for each class. Learning_rate, 

the learning_rate parameter determines the step size 

at each iteration of the gradient boosting algorithm. 

It controls the contribution of each tree in the 

ensemble. A lower learning rate can make the model 

generalize better but may require more iterations to 

converge. feature_fraction, this parameter controls 

the fraction of features (randomly selected) to be 

used in each tree. It helps in reducing overfitting by 

introducing randomness and forcing the model to 

consider different subsets of features. 

Bagging_fraction. The bagging_fraction parameter 

specifies the fraction of training data to be randomly 

sampled (with replacement) for each iteration. It 

helps in reducing overfitting by introducing 

diversity in the training process. Bagging_freq, this 

parameter determines the frequency of bagging. It 

specifies the number of iterations before a bagging 

process is performed. Bagging is the process of 

training each tree on a different subset of the data to 

further introduce diversity and reduce overfitting. 

We use comparison of 60% training data and 40%. 

testing data, displaying the findings of testing the 

classification model's performance on both the 

original (ground truth) and predicted data, as 

represented by the confusion matrix in Fig. 4. All of 

the activities had at least acceptable AUC values, 

and the majority had very good values, e.g. four 

activities were recognized with AUC values of 1. 

The outcomes were attained with a testing accuracy 

of 97.5% based on confusion matrix data. Table 3 

displays the detailed results metric evaluation from 

the first trial, with calculations and evaluations for 

each class. 

 
Table 4. Performance Comparison of The Proposed Scheme and Four Existing Similar Research 

Goals 
Csizmadia et.al 

[32] 

by Guolin Ke, 

et.al. [33] 

Gao, et.al [34] Zhang et.al 

[35] 
Our Scheme 

Good Accuracy 
√ (accuracy 

95%) 
√ (Not Described) 

√ (accuracy 

92.16%) 

√ (accuracy 

85.24%) 

√ (accuracy 

97.5%) 

Good AUC √ (0.8) √ (0.78) NA NA √ (1) 

Good Classification 

Time 
NA NA NA NA 

√ (around 1 

ms) 

Blindness NA NA NA NA √ 

Untraceability NA NA NA NA √ 

Confidentiality NA NA NA NA √ 

Correctness NA NA NA NA √ 

Integrity NA NA NA NA √ 

Nonrepudiation NA NA NA NA √ 

Unforgeability NA NA NA NA √ 
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4.2 Real-time testing result 

The validated model is then put to the test using 

real-time data from accelerometer and gyroscope 

sensors in the real-time testing phase. In this testing 

process, the phases of data preprocessing and 

collection are identical to those of machine learning-

based data modelling. The normalization results will 

be used as input for activity prediction against the 

loaded model during the decision-making stage. In 

order for the model to generate output predictions 

for each activity, it will be compared to the input 

data. For computational cost are needed from data 

collecting until blind signature process is 12 seconds. 

the result of the computation cost is relatively short. 

This shows that the prediction system can work in 

real-time. Due to the fast classification computation 

time, there is no need to worry about losing data for 

further activities. 

The next is the outcome of the blind signature 

ECC. The difficulty of solving the blind signature 

ECC establishes the resilience of our technique. In 

addition, the application of the blind signature 

approach enhances the general security of data 

transfers. The suggested scheme is enhanced and 

rendered more valuable for a range of uses by 

adding extra features in addition to the fundamental 

ones of blindness and untraceability, such as 

confidentiality, correctness, integrity,  

nonrepudiation, and unforgeability. We examine 

these security requirements in the following manner 

for our plan. 

Blindness, Blindness in signing refers to the 

inability of the signer to view the message's content 

while signing. Our method generates a blinded 

message, α, as 𝛼 = 𝑚. 𝑛𝐴. 𝑃𝑘𝐴. Without m (message 

digest) and the blinding factor (𝑛𝐴. 𝑃𝑘𝐴), neither the 

signer (B), nor other family requesters (F’), nor 

opponents can deduce the message ( 𝛼 ). This 

blinding scheme relies on elliptic curve computation, 

making it challenging to decipher desired points in 

Blind Signature ECC. The process of inverting a 

hash function with parameter value m is complex, 

ensuring signer and requester sign the blinded 

message without content knowledge, fulfilling the 

blindness property effectively. 

Untraceability, in any blind signature system, 

maintaining untraceability is essential. Once the 

message-signature pair becomes public, the signer 

can't link it back. Signer 𝐵, during signature request, 

only uses private key 𝑛𝐵 and randomly generated 𝛽𝐵. 

This preserves untraceability, relying on secret 

factors like unique message digest m and A's private 

key 𝑛𝐴 from Requester A, Signer 𝐵, and other 

Family Requester 𝐹′.  

Confidentiality, entails concealing message 

contents from unauthorized entities. In this study, 

Requester A blinds messages, followed by signing 

by Signer B and other family Requester 𝐹′ , and 

permutation before returning to Requester A. 

Intercepted texts pose a formidable challenge for 

decoding due to the Blind Signature ECC's 

complexity, effectively safeguarding message 

contents. 

Correctness, ensures proper authentication of 

signatures with the Signer's public key. However, 

public verification might reveal the Signer's identity, 

compromising secrecy. Requester A verifies Signer 

B and Family Requester 𝐹′  signatures using their 

public keys, ensuring correctness. Authentication 

relies on secret values derived from private keys, 

effectively maintaining correctness in the proposed 

framework. 

Integrity, ensures data remains unchanged 

during transmission, thwarting malicious alterations.  

Tampering with specific data segments, like blind 

text sections, proves challenging due to their 

interdependence within encoded text. Altering a 

message triggers an avalanche effect, yielding vastly 

different outcomes, preserving integrity. 

Nonrepudiation, ensures a signer cannot deny 

their signature on a legitimately signed message. 

Signer B electronically signs the blinded message, 

and their signature, along with user tracking, is 

returned to Requester A. Utilizing private keys and 

random numbers, B cannot refute signing, ensuring 

nonrepudiation. Requester A confirms legitimacy 

through signature validation, maintaining 

nonrepudiation effectively. 

Unforgeability, ensures that only the legitimate 

signer can produce valid signatures for a given 

message within the allowed signing instances. Even 

if intercepted, adversaries cannot generate valid 

signatures without the signer's private key. With 

minimal likelihood of guessing valid signatures, the 

proposed method effectively maintains 

unforgeability through signature verification and 

cryptographic challenges. 

The distinctive features are consistent with blind 

signatures, and we have described in detail the 

complex security requirements of our suggested 

scheme. A comparison of four comparable previous 

studies can be found in Table 4. In the table, a "√" 

symbol denotes the fulfilment of a security 

requirement, whereas a "NA" or Not Available 

symbol indicates that the requirement has not been 

fulfilled in its entirety. The comparison 

demonstrates how the above goals of our current 

approach led to improved security in similar blind 

signature applications. Notably, our proposed  
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Figure. 6 Graph of Average Real-Time Classification 

Performance in Each Activity 

 

 

scheme stands out for its enhanced security, while 

successful existing schemes have limitations in areas 

like blindness, untraceability, and correctness.  

Table 4 shows how our proposed approach 

contributes to fulfilling the need for an 

authentication system that maintains machine 

learning accuracy values while preserving 

anonymity and privacy. For real-time classification 

performance run on smartphones, it consumes only 

about 1 ms in average. The real-time classification 

run on smartphones is shown in Fig. 6, from data 

input into the model to decision-making. With an 

average classification computation time of 1 ms, it is 

possible to derive the conclusion that the 

classification process begins with the model's data 

input and continues quickly until a decision is made. 

This demonstrates the real-time functionality of the 

prediction system. For subsequent activities, there is 

no need to be concerned about data loss due to the 

quick classification computation time. In research 

[32], the article presents a study utilizing wearable 

devices and machine learning to automatically 

recognize children's activities, aiming to facilitate 

physical activity promotion and predict 

developmental disorders. The study involved 34 

children aged from 6 to 8 years wearing 

smartwatches equipped with motion sensors while 

performing 40 different activities. Motion data was 

analysed using a Light Gradient Boosted Machine 

(LGBM) algorithm, achieving an impressive overall 

classification accuracy of 95% across all activities. 

AUC scores, indicating recognition performance, 

were above 0.8 for 17 activities, particularly high for 

playful activities. Interestingly, the choice of 

window size for data classification had no 

significant impact on performance. However, 

recognition rates were lower for rarer activities, 

indicating some influence of sample size. The study 

demonstrates the feasibility of using wearable 

sensors and machine learning for activity 

recognition in children, with potential applications 

in interactive games and developmental disorder 

screening. The robustness and practical implications 

of the method suggest its potential for further 

optimization and application, including potential use 

for classifying activities in elderly populations with 

anticipated improved accuracy. In research [33] The 

article discusses a new AI model, Light Gradient 

Boosting Machine (LightGBM), which combines 

Gradient Boosting Decision Tree (GBDT) with 

techniques like Gradient-based One-Side Sampling 

(GOSS) and Exclusive Feature Bundling (EFB). 

LightGBM achieves faster processing speeds (up to 

20x) compared to existing models, maintaining high 

accuracy (AUC 0.78) even with sparse and  

voluminous data, making it a promising 

alternative to resource-intensive deep learning 

approaches. In research Gao et al [34]. propose an 

activity recognition algorithm combining Stacking 

Denoising Autoencoder (SDAE) for unsupervised 

feature extraction and LightGBM (LGB) for 

supervised classification. The method achieves a 

state-of-the-art average accuracy of 95.99% across 

four datasets, outperforming other approaches. The 

boosting k-fold technique enhances LightGBM 

performance, demonstrating robustness across 

varied data scenarios from smartphone sensors. 

However, challenges such as data noise and training 

time persist. In research Zhang et al. propose a semi-

supervised approach for human activity recognition 

using LightGBM and smartphone sensors. 

Leveraging limited labelled data and a large pool of 

unlabelled data, the method achieves 97.94% 

labelling accuracy with LightGBM, outperforming 

other models. The semi-supervised strategy 

consistently enhances recognition accuracy, 

reaching 85.24%. In [32-25] the datasets used are 

different, but the activities compared and the 

scenarios we propose are the same. Where the 

activity performed by [32-35] has the same activity 

that is compared to our work. In addition, the papers 

likely employ similar methodologies in terms of 

data collection, preprocessing, feature extraction, 

and machine learning techniques. For evaluation 

metrics, to assess the performance of their proposed 

methods, the papers may use common evaluation 

metrics such as accuracy, precision, recall, F1 score, 

or area under the curve (AUC). These metrics 

provide a standardized way to compare the 

effectiveness of different algorithms in recognizing 

human activities. 
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5. Conclusion  

In conclusion, this paper focused on the 

development of a human activity recognition (HAR) 

system for elderly individuals using the Light 

Gradient Boosting Machine (LGBM) algorithm. The 

aim was to accurately classify and identify various 

activities performed by the elderly to monitor their 

well-being and provide remote healthcare services 

especially for elderly. The proposed system 

integrated the LGBM model with an Android 

application that collected sensor data from user 

movements, classified the activities, displayed step 

counts, and rewarded users for achieving movement 

targets based on the Mobile Crowd Sensing (MCS) 

scheme. The study highlighted the importance of 

HAR in elderly care, considering the increasing 

population of elderly individuals and the lack of 

sufficient facilities to meet their needs. By 

accurately recognizing activities such as jogging, 

walking, sitting, and standing. The overall 

classification accuracy of the system was 97.5% 

with AUC is 1, the system could contribute to 

ensuring the safety and supervision of individuals 

with disabilities, reducing the risk of injury or 

accidents. Artificial intelligence (AI) models, 

particularly LGBM, were identified as powerful 

tools for HAR due to their self-learning capabilities 

and robust classification models. While previous 

studies have focused on HAR using machine 

learning and deep learning techniques, this paper 

emphasized the need for a framework specifically 

tailored to the elderly population. The integration of 

LGBM with the Android application provided an 

effective solution for activity recognition and 

monitoring. Privacy and security concerns in MCS 

systems were addressed by implementing security 

algorithms and utilizing ECC Blind Signature to 

anonymize user data, protecting their identity and 

personal information. By ensuring the accuracy and 

reliability of security measures, healthcare providers 

could remotely monitor elderly individuals with 

confidence. The related works section discussed 

studies that further supported the feasibility and 

effectiveness of using wearable devices, machine 

learning, and tree-based models like LGBM for 

activity recognition. These studies demonstrated 

high classification accuracy and recognition 

performance, highlighting the potential applications 

in promoting physical activity, predicting 

developmental disorders, and optimizing behaviour 

analysis. In summary, this paper presented a 

comprehensive analysis and implementation of an 

HAR system for the elderly using the LGBM 

algorithm. The proposed system showcased 

promising results in accurately classifying activities, 

monitoring step counts, and providing rewards 

based on movement targets. By leveraging AI 

models and MCS technology, the system offered a 

practical solution for remote healthcare monitoring 

of elderly individuals, contributing to their well-

being and safety. Future research could focus on 

further optimizing the system, expanding the range 

of recognized activities, and conducting real-world 

evaluations to assess its effectiveness and usability 

in a practical setting. 

 

Notations and Descriptions 

𝐸 (𝐹𝑞) 
An elliptical curve 𝐸 over a finite 

field 𝐹𝑞 
𝐺 A base point of elliptic curve 

𝑑 A prime order of 𝐺 

𝑃𝑘𝑆, 𝑛𝑠 
A public and private key pair from 

Server 

𝑃𝑘𝐴, 𝑃𝑘𝐵, 𝑃𝑘𝐹 

All users' public keys as requester 

(𝐴), signer (𝐵), and Family 

Requester (F) 

𝑛𝐴, 𝑛𝐵, 𝑛𝐹 

All users' private keys as requester 

(𝐴), signer (𝐵), and Family 

Requester (F) 

𝑖𝑑𝐴, 𝑖𝑑𝐵, 𝑖𝑑𝐹 

User identity data, including 

requester (𝐴), signer (𝐵), and 

Family Requester (F) 

𝑚 
a hash value obtained from the 

sequence of ciphertext 

𝛼 A blinded message 

𝛽 A random integer number 

𝑅𝐵, 𝑅𝐹′ 
Secret Element Signer B, Secret 

Element Other Family Requester 

𝑆𝐵, 𝑆𝐹′  
Blind Signature Signer B, Blind 

Signature Other Family Requester 

𝐶𝑖 Ciphertext block 

𝑐𝑖−1 Previous ciphertext block 

𝐼𝑉𝑖 Intermediate value 
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