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Abstract: Deep learning models, despite their potential, often function as “black boxes”, posing significant challenges 

to interpretability, particularly in sensitive fields such as healthcare and finance. Addressing this issue, we introduce a 

novel, human-understandable metric aimed at enhancing the interpretability of local interpretable model-agnostic 

explanations (LIME). Distinct from previous methodologies, this metric is designed to assess the shift in classification 

probability upon the removal of features (words), thereby providing a unique insight into interpretability. We deploy 

a convolutional neural network (CNN) for sentiment analysis, interpret predictions utilizing LIME, and evaluate these 

explanations using three distinct metrics: our proposed metric, a conventional model-based metric, and human 

evaluations. Through rigorous validation, our metric demonstrated high recall performance, a key indicator of relevant 

instance retrieval. Results showed worst-case and best-case recalls of 80.29% and 98.19% respectively, against a 

logistic regression metric for “good” and “excellent” classifications. Comparisons with human evaluations using 

single-word explanations revealed worst-case and best-case recalls of 82.03% and 94.37%, respectively. These high 

recall values highlight our metric's effectiveness in aligning with both human judgments and model-based metrics, 

emphasizing its capacity to capture essential explainability aspects. Furthermore, our study also outlines certain LIME 

limitations, setting the stage for future interpretability-focused AI research. 
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1. Introduction 

Artificial intelligence (AI) systems have 

pervaded numerous fields, ranging from facial 

recognition [1] and gaming [2, 3], to text analysis [4–

6] and natural language processing in consumer 

devices [7]. They have also become invaluable tools 

in scientific research for prediction, simulation, and 

exploration [8–10]. The widespread success of AI 

systems can be attributed to advancements in deep 

learning methodologies [11, 12], the availability of 

diverse and large datasets [13, 14], and computational 

gains from powerful graphics processing units 

(GPUs) [15]. However, several challenges still hinder 

the adoption of AI in some applications, including the 

complexity and high energy demands of deep 

learning models in resource-limited environments 

[16], vulnerability to adversarial attacks [17], and the 

lack of explainability [18–20]. 

Indeed, the issue of explainability in AI, 

specifically in deep learning models, is a prevalent 

challenge that this paper aims to address. We present 

a novel approach to enhancing the interpretability of 

black-box models, introducing a distinct metric for 

evaluating local interpretable model-agnostic 

explanations (LIME) [21], a widely recognized 

explainable AI (XAI) method. XAI techniques, such 

as LIME, strive to elucidate the internal mechanisms 

of AI algorithms [22], providing a means for end 

users and stakeholders to justify and verify system 

outputs [23]. 

Our proposed metric diverges from traditional 

approaches by specifically assessing the change in 

classification probability when certain features 

(words) are removed, thereby offering a fresh 

perspective on interpretability. In this comprehensive 

study, we apply our proposed metric to the 

interpretation of results from convolutional neural 
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networks (CNNs) for sentence classification tasks, 

utilizing the CNN architecture proposed in [24]. 

To further evaluate the effectiveness of our 

proposed metric, we contrast it with two distinct 

evaluations: one derived from a more interpretable 

model, specifically logistic regression, and the other 

based on user assessments obtained via Amazon 

mechanical turk (MTurk), a crowdsourcing platform. 

We implement this methodology on two publicly 

available sentiment analysis datasets in English and 

Portuguese, thereby ensuring the wide applicability 

of our findings. Furthermore, we enrich these datasets 

with human-generated explainability labels via the 

MTurk platform, which not only serves to enhance 

the utility of the datasets for our study but also 

underscores the significance of interpretability in 

deep learning models. Our results demonstrate the 

effectiveness of our novel approach, highlighting its 

potential in advancing the field of explainable AI. 

The remainder of this paper is organized as 

follows: section 2 details the motivation for this 

research. Section 3 reviews previous work related to 

this study. In section 4, we present the methods 

employed and the proposed metric. Section 5 

describes the evaluation process used to validate our 

research. Section 6 discusses our results, and finally, 

in section 7, we conclude and suggest future work. 

2. Motivation and research goal 

The pervasive use of machine learning (ML) 

systems in vital sectors such as healthcare, finance, 

and criminal justice has magnified the urgency for 

transparency and explainability. Often portrayed as 

“black box” systems due to their non-linear and 

complex mechanisms, ML models pose significant 

challenges for domain experts striving to 

comprehend their decision-making processes, 

particularly in high-stakes applications. 

This demand for comprehensibility has sparked 

the evolution of explainable artificial intelligence 

(XAI), a subfield dedicated to developing 

interpretable algorithms to satisfy the growing need 

for human interaction with ML systems and to build 

trust in their predictions. Regulatory frameworks, 

such as the general data protection regulation 

(GDPR) [25], further amplify this demand, 

underscoring the right to explanation and thus 

enabling individuals to question and challenge 

decisions made by automated ML models. 

However, a crucial gap persists in the effective 

evaluation of XAI methods' explainability 

components. An evaluation mechanism is pivotal in 

verifying the credibility of the explanations, 

comparing different XAI methods, and selecting the 

best-suited technique for a specific domain. Current 

XAI research primarily concentrates on balancing 

explainability and predictive performance [26]. But 

the mere provision of explanations without robust 

evaluation can instill a false sense of security [27]. 

Furthermore, inherent human bias towards 

explanations may lead to a preference for more 

persuasive, rather than transparent, XAI systems [28]. 

The lack of a specific evaluation approach for 

individual XAI methods adds another layer to this 

complexity. While some studies propose general 

metrics for evaluating interpretability methods, these 

do not offer a distinct evaluation approach tailored for 

a single XAI technique. Existing evaluation methods 

often rely heavily on subjective human opinions or 

are excessively complex, complicating interpretation. 

This research aims to bridge these gaps by 

proposing a specific, human-understandable metric 

to evaluate the performance of a single XAI method 

- local interpretable model-agnostic explanations 

(LIME). Our proposed metric, based on a scoring 

system that assesses the importance of words in the 

explanation provided by LIME and ranks them 

accordingly, provides an objective, tailored approach 

to evaluate LIME. We also introduce two grading 

strategies for sentences and classify the quality of 

explanation into three levels: “insufficient”, “good”, 

and “excellent”, thereby providing an objective 

measure of the explanation's quality. 

Addressing potential cognitive biases, our metric 

aligns with human perception and interpretation of 

explanations. By comparing this proposed metric 

with one derived from the interpretable method of 

logistic regression and with human evaluations, we 

aim for a more comprehensive and objective 

evaluation. 

Our research objectives include: 

 

1. Developing a novel, human-understandable 

metric for evaluating the performance of 

LIME. 

2. Comparing the proposed metric with one 

derived from the interpretable method of 

logistic regression and with human 

evaluations. 

3. Providing a unique dataset with normalized 

word scores in the context of sentiment 

analysis. 

 

This study adds to the growing body of XAI 

research, potentially influencing societal implications 

by enhancing ML systems' transparency and 

trustworthiness across various applications. Our 

objective is not only to make ML systems more 

understandable and reliable but also to ensure the 
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effectiveness and appropriateness of the explanations 

provided by these systems. 

3. Related work 

This section offers an overview of recent studies 

focusing on evaluating explainable AI (XAI) 

techniques, underscoring the lacunae in the literature 

that this research seeks to fill. The existing evaluation 

methodologies range widely, from automated 

quantitative metrics to innovative counterfactual-

based methodologies, and yet none provides a fully 

satisfactory approach. 

Research by [29] centered on assessing the 

quality of textual explanations generated by XAI 

techniques. They employed three automated 

quantitative metrics—BLEU, METEOR, and CIDEr, 

concentrating on evaluating sentence similarity and 

semantic similarity between words. 

Another study [30] applied XAI methods such as 

SHAP and LIME to deep learning and random forest 

models to detect credit card fraud. Their performance 

was evaluated based on accuracy, recall, sufficiency, 

and the F1 score. 

A counterfactual-based methodology was 

introduced by [31] to assess the faithfulness of 

explanations from a counterfactual reasoning 

perspective. This approach developed algorithms to 

identify counterfactuals in both discrete and 

continuous scenarios. Additionally, XAI methods 

were utilized in remote sensing multi-label 

classification tasks [32], with assessments based on 

quantitative metrics. 

A novel trust metric for evaluating 

interpretability methods was proposed in [33]. It 

argued that an interpretability approach should be 

independent of the task and the machine learning 

method and should facilitate more intuitive, rapid, 

and accurate decisions. 

While these studies have made significant strides 

in evaluating XAI methods, several gaps persist. The 

research by [30] employs questionnaires to evaluate 

explanations; this approach, although valuable, is 

intrinsically subjective due to its dependence on 

human opinions. Furthermore, the explanations 

presented by [29], [31] and [32] offer a more 

objective perspective, but their complexity and 

technical language can make them difficult for non-

experts to interpret. 

Finally, while [33] offers a promising metric for 

interpretability, it does not provide a distinct 

evaluation method for individual XAI techniques. It 

is those gaps that our research aims to fill.  

We propose a unique, human-understandable 

metric explicitly tailored for evaluating a single XAI 

method—local interpretable model-agnostic 

explanations (LIME) in natural language processing 

tasks. This approach not only evaluates the 

effectiveness of LIME but also aligns with human 

cognition to address potential cognitive biases. By 

comparing our metric with explainable methods and 

user classifications, we provide a more nuanced, 

objective, and comprehensible assessment tool for 

XAI techniques, thus addressing the limitations 

identified in existing literature. 

4. Methods 

In this section, we provide an in-depth 

understanding of the datasets employed in our study, 

the rationale for using convolutional neural networks 

(CNNs) and logistic regression as machine learning 

techniques, and the details of their implementation. 

Moreover, we discuss the LIME interpretable method 

and the metric employed to evaluate our approach 

and machine learning methods' performance. 

Additionally, we describe how we utilized the MTurk 

tool to collect explanatory labels for our metrics and 

present the primary algorithm used to generate our 

metric. 

4.1 Datasets 

To evaluate our metric, we use two sentiment 

analysis datasets, one in English and one in 

Portuguese, aiming to investigate the metric's 

behaviour in different languages and expand research 

on the less-studied Portuguese language. We employ 

the following datasets in our experiments: 

4.1.1. Brazilian E-commerce public dataset by olist 

This anonymized dataset [34] comprises 

customer feedback from satisfaction surveys 

pertaining to purchases made on various Brazilian 

marketplaces between 2016 and 2018. The dataset 

includes a diverse range of features such as order 

status, price, freight performance, customer location, 

product attributes, and customer reviews. The 

customer reviews, which are textual data, were used 

for our sentiment analysis. They have been 

anonymized by replacing company references with 

Game of Thrones great houses' names. The dataset 

was split randomly into a training set and a test set, 

with 2/3 of the data used for training and 1/3 for 

testing (Table 1). 

4.1.2. IMDB movie ratings sentiment analysis 

This dataset, obtained from Kaggle [35], consists  
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Table 1. Train/test division of Brazilian e-commerce 

public dataset by Olist 

Train Test 

26573 13287 

 
Table 2. Train/test division of IMDB movie ratings 

sentiment analysis dataset 

Train Test 

12103  6051 

 

of tab-separated files containing movie review 

phrases from the rotten tomatoes dataset. Each phrase 

is paired with a sentiment label ranging from 0 

(negative sentiment) to 4 (positive sentiment). In our 

analysis, we combined sentiment labels 0 and 1 into 

a 'negative' class and labels 3 and 4 into a 'positive' 

class. This dataset was also randomly split into 

training and test sets, with a 2:1 ratio (Table 2). 

These datasets were chosen because they offer a 

rich source of real-world textual data for sentiment 

analysis. The diversity of the datasets, in terms of 

language and domain (e-commerce and movie 

reviews), helps to ensure the generalizability of our 

findings. Furthermore, both datasets have been 

preprocessed and cleaned, ensuring high-quality data 

for our analysis. 

4.1.3. Data preprocessing and class distribution 

Our study employed distinct data preprocessing 

methods tailored to the Brazilian E-commerce public 

dataset and the IMDB movie ratings sentiment 

analysis dataset for both the convolutional neural 

network (CNN) and logistic regression models. 

For the CNN model, we integrated word vectors 

extracted from a publicly available1 , unsupervised 

neural language model. As for the logistic regression 

model, we utilized the grid search method [36] to 

pinpoint the optimal combination of preprocessing 

techniques and hyperparameters. The tested 

preprocessing techniques encompassed TF-IDF 

(term frequency-inverse document frequency), mean 

word Embeddings, Stemming, and Lemmatization. 

Of these, TF-IDF emerged as the most effective 

technique for both datasets. 

We maintained a balanced distribution of the 

subsets used from the Brazilian E-commerce public 

dataset and the IMDB movie ratings sentiment 

analysis dataset. For the former, out of a total of 

39,860 sentences, there were 21,213 negative 

 
1 code.google.com/archive/p/word2vec/ 

sentences (representing 53.21%) and 18,647 positive 

sentences (representing 46.79%). 

For the IMDB movie ratings sentiment analysis 

dataset, we aggregated sentiment labels 0 and 1 to 

form a 'negative' class, and labels 3 and 4 to form a 

'positive' class. This yielded a distribution of 9,512 

positive sentences (52.39%) and 8,642 negative 

sentences (47.61%) from the total of 18,154 

sentences employed in our study. 

4.2 Convolutional neural network 

We chose the convolutional neural network 

(CNN) as our representative black-box model due to 

its intricate architecture, robust performance across 

diverse machine learning tasks, and widespread use 

in the field. This selection ensures that our study's 

findings are both relevant and applicable to a broader 

context. 

Our study canters on the architecture proposed by 

[24]. The authors introduced a simplified CNN-based 

model specifically for text classification, which has 

since become a benchmark for contemporary models. 

The model employs a single convolutional layer on 

top of input word vectors derived from an 

unsupervised neural language model (word2vec). 

Several efforts have been made to enhance CNN-

based model architectures [37-41]. This model 

utilizes one-dimensional convolution and max-over-

time pooling, with individual pretrained token 

representations serving as input and facilitating the 

transformation of sequence representations for 

downstream applications. 

For a text sequence represented by d-dimensional 

vectors comprising n tokens, the width, height, and 

number of channels of the input tensor are n, 1, and 

d, respectively. The model processes the input to 

generate the output through the following stages: 

 

1. Multiple one-dimensional convolution 

kernels are defined to perform convolution 

operations on the inputs. Convolution 

kernels of varying widths can detect local 

features among diverse quantities of adjacent 

tokens. 

2. Max-over-time pooling is performed on all 

output channels, followed by the 

concatenation of all scalar pooling outputs 

into a vector. 

3. The fully connected layer transforms the 

concatenated vector into output categories. 
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Table 3. Hyperparameters used by CNN network 

Filter windows 3,4,5 

Feature maps per 

window 

100 

Dropout rate 0.5 

L2 constraint 3 

mini- batch size 50 

optimization algorithm Adadelta algorithm 

 
Table 4. Hyperparameters used by logistic regression 

Preprocessing technique TF-IDF 

Regularization 

technique 

 L2 penalties 

optimization algorithm saga solver 

regularization strength 

(C) 

5 

 

For our model, we set hyperparameters according 

to those in [24]. These hyperparameters were 

determined using a grid search conducted on the 

datasets used in the paper. Table 3 shows parameters 

used by our CNN: 

The code is available via our GitHub repository 

[42]. 

4.3 Logistic regression 

We selected logistic regression as the 

comparative method due to its simplicity, 

interpretability, versatility, and widespread use. 

Additionally, its well-established nature facilitates 

meaningful comparisons with the novel metric 

proposed in our study. 

As mentioned in section 4.1.3 we utilized grid 

search to identify the best combination of 

preprocessing techniques and hyperparameters. The 

preprocessing techniques tested include TF-IDF 

(term frequency-inverse document frequency), mean 

word Embeddings, Stemming, and Lemmatization. 

The best technique for preprocessing was TF-IDF for 

both datasets. The hyperparameters tuned are Penalty 

(we employ L1 and L2 penalties), C (we use a value 

of 5), and Solver (we utilize liblinear, newton-cg, 

saga solver and lbfgs to handle L2 penalties).  

 Table 4 shows the best preprocessing technique 

and hyperparameters for logistic regression after 

applied grid search in the datasets of this research. 

4.4 Local interpretable model-agnostic 

explanations (LIME) 

We chose LIME as the primary focus of our 

research due to its widespread use and well-

established status in the field of explainable AI. 

Studying LIME enables us to provide insights 

directly applicable to numerous researchers and 

practitioners working with this technique. 

Furthermore, LIME serves as a representative 

example of a class of model agnostic XAI techniques, 

making it an ideal candidate for our study. 

Local interpretable model-agnostic explanations 

(LIME) [21] is a technique designed to elucidate the 

predictions of any machine learning model, 

irrespective of its architecture or training 

methodology. LIME aims to provide an interpretable 

explanation of a model's behaviour within a specific 

context, such as a particular input or a distinct region 

of the feature space. 

The primary concept of LIME involves 

approximating a model's decision boundary locally, 

surrounding the point of interest, by training an 

interpretable model (e.g., a linear model or decision 

tree) on a small, perturbed sample of the data. This 

interpretable model is subsequently employed to 

clarify the predictions of the original, more complex 

model. LIME consists of three primary steps: 

 

1. Perturb the input by sampling new, synthetic 

instances around the point of interest. 

2. Train a simple, interpretable model on the 

perturbed instances and their corresponding 

model outputs. 

3. Explain the predictions of the original model 

by analysing the weights and feature 

importance of the interpretable model. 

4.5 Performance evaluation metrics for machine 

learning algorithms 

For our experiments to succeed, it is essential to 

ensure the satisfactory performance of the machine 

learning algorithms (logistic regression and CNN) 

when classifying negative and positive sentences in 

the datasets utilized in this research. We will use ⅔ of 

the datasets for training and ⅓ for testing. We employ 

accuracy as a performance measure, defined as 

follows: 

 

1. TP (true positive): When the model correctly 

classifies a sentence with a positive 

connotation. 
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2. FP (false positive): When the model predicts 

a sentence with a positive connotation, but it 

has a negative connotation. 

3. TN (true negative): When the model 

correctly predicts a sentence with a negative 

connotation. 

4. FN (false negative): When the model 

predicts a sentence with a negative 

connotation, but it has a positive connotation. 

 

Accuracy is calculated using Eq. (1): 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁)
                    (1) 

 

Given that our datasets are balanced, and our 

intention is not to delve into model comparisons, we 

will use accuracy to compare our model with the best 

results found in the literature and machine learning 

competitions. A competitive model is crucial for the 

validity of this research, even though comparing and 

improving models is not our primary goal. 

4.6 Investigating the recall of the proposed 

method 

The objective of this work is to determine the 

number of words and sentences that our metric will 

classify at the same level (“insufficient”, “good”, and 

“excellent”) as the classification generated by the 

logistic regression’s metric or user evaluation. To 

achieve this goal, we will use the recall metric, which 

is appropriate for this purpose. Considering:  

 

1. TP (true positive): The number of true 

positives, or the cases where our metric 

agrees in classification level (“insufficient”, 

“good”, and “excellent”) with the logistic 

regression metric or human classification. 

2. FN (false negative): The number of false 

negatives, which are cases when our metric 

classifies a word or sentence differently from 

the logistic regression metric or human 

classification. 

Recall is calculated using Eq. (2): 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                    (2) 

4.7 Amazon mechanical turk (MTurk) 

One approach to evaluate our metric involves 

comparing our classification with human 

classification. To facilitate this comparison, we 

recruited human subjects through MTurk, a 

 

 
Figure. 1 Example of screen used to collect user’s opinion 

of classification returned by LIME 

 

 
Figure. 2 Distribution of users' opinions on LIME ratings 

in sentences in Portuguese and English 

 

 crowdsourcing platform that enables individuals and 

businesses to delegate tasks to a virtual, distributed 

workforce. 

We enlisted 200 participants who had prior 

experience in labelling sentiment analysis datasets in 

Portuguese and English but lacked expertise in 

machine learning. Participants were asked to assess 

the representativeness of the words returned by LIME 

(using one-word and two-word strategies) for 

classifying a given word as having a negative or 

positive sentiment. Each user was presented with a 

randomized screen similar to the one depicted in Fig. 

1 and was instructed to select a classification 

(“insufficient”, “good” or “excellent”). Fig. 1 

provides an example of the screen displayed to each 

participant. 

We labelled 5519 sentences in Portuguese and 

4812 sentences in English.  Fig. 2 below shows an 

initial division of the user's opinion about LIME 

evaluation. 

4.8 Proposed algorithm for evaluating LIME 

Our research aims to propose an algorithm for 

evaluating the LIME technique by assigning scores to 

features (words). The fundamental premise of our 
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algorithm is that the more important a word is for 

classification, the greater the likelihood that the 

probability of correct classification decreases when 

the word is removed. Our metric employs this 

concept to assign scores to words and generate two 

lists of scores: one for words with a positive impact 

and another for words with a negative impact. 

The algorithm, formally represented in Fig. 3, 

accepts three variable inputs: a dataset, a dictionary 

of negative words, and a dictionary of positive words. 

Each sentence in the dataset is processed by the 

algorithm, which interprets them using LIME. It then 

computes the word scores according to the change in 

classification probability when a word is removed. 

These word scores are then added to the appropriate 

dictionary. Finally, the algorithm processes the 

dictionaries to compute average scores, which are 

then normalized using min-max scaling within a 

range of 0 to 1. 

To clarify the functions and variables, here are 

their definitions: 

 

1. dataset: The input dataset with sentences 

and its classification (in our case negative 

and positive sentences) 

2. neg_words: Dictionary that will host 

negative words and scores found for those 

words. 

3. pos_words: Dictionary that will host 

positive words and scores found for those 

words. 

4. classify_sentence(model, sent): This 

function classifies a sentence using the given 

model. 

5. interpret_using_lime(model, sent): This 

function generates LIME interpretations for 

a given sentence and model. 

6. calculate_prob_class(sent): This function 

calculates the probability of a sentence 

belonging to a specific class. 

7. remove_word(sent, word): This function 

removes a specified word from a sentence. 

8. words_conotation(word): This function 

checks the connotation (positive or negative) 

of a given word. 

9. add_word(dictionary, word, 

word_grade): This function adds a word and 

its associated score to an existing key in the 

dictionary. 

10. create_key_add_word(dictionary, word, 

word_grade): This function creates a new 

key in the dictionary for a word and adds its 

associated score. 

11. avg_grades(dictionary): This function 

calculates the average score of all the words 

in a dictionary. 

12. normalize_min_max_0_1(dictionary): 

This function applies min-max scaling to the 

scores in a dictionary, normalizing them to a 

range of 0 to 1. 

 

For each word in a sentence, we compute a 

word_grade which is the difference in classification 

probability before and after the word is removed. In 

mathematical terms, if P(sent) represents the 

probability of correct classification of the sentence 

sent, and P(sent - word) represents the probability of 

correct classification after the word is removed from 

the sentence, then the word_grade can be computed 

as: 

 

𝑤𝑜𝑟𝑑_𝑔𝑟𝑎𝑑𝑒 = 𝑃(𝑠𝑒𝑛𝑡) − 𝑃(𝑠𝑒𝑛𝑡 − 𝑤𝑜𝑟𝑑)   (3) 

 

This word_grade serves as a measure of the 

importance of the word to the classification of the 

sentence. 

For the min-max normalization, if we have a 

dictionary of word grades D, and min(D) and 

max(D) represent the minimum and maximum word 

grades in D respectively, then the normalized word 

grade word_grade_norm for a word with grade 

word_grade can be computed as: 

 

𝑤𝑜𝑟𝑑_𝑔𝑟𝑎𝑑𝑒_𝑛𝑜𝑟𝑚 =  
𝑤𝑜𝑟𝑑_𝑔𝑟𝑎𝑑𝑒−min (𝐷)

max(𝐷)−min (𝐷)
      (4) 

 

This normalization process scales the word grades to 

a range of 0 to 1, allowing for better comparison and 

interpretation of word grades across different 

sentences and datasets. 

5. Evaluation methodology 

By comparing the performance of our metric with 

logistic regression-based scoring and human-

generated classifications, we seek to validate the 

metric's consistency, reliability, and ability to capture 

meaningful insights. 

The experiments are designed to evaluate the 

performance of our metric at both word and sentence 

levels, considering different scoring strategies (i.e., 

using the two most important words and the most 

important word separately). This multifaceted 

evaluation approach allows us to understand the 

impact of various scoring methods on assessing 

LIME-generated explanations and identify potential 

areas of improvement for our proposed metric. 
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Figure. 3 Algorithm that create lists with word's grades 

using proposed metric 

 

Additionally, by incorporating human evaluation, 

we ensure that our metric aligns with human intuition 

and provides meaningful insights that can be easily 

understood and utilized by practitioners in the field of 

explainable AI. 

5.1 Logistic regression-based feature grading 

We compare the proposed grades with those 

generated by a logistic regression. A logistic 

regression model is trained on a given dataset, and the 

coefficients of the model are then utilized to assign 

positive or negative weights to the words based on 

their sign. The weights of these words are normalized 

using the min-max scaling method between 0 and 1, 

creating two separate dictionaries for positive and 

negative words. 

5.2 Grade categorization 

We will divide the grades of the features into 

“insufficient”, “good”, and “excellent”. The sorted 

list of grades is partitioned into four equally sized 

batches. The first two batches are assigned the label 

“insufficient”, the third batch is labelled “good”, and 

the final batch is designated “excellent”. 

This step creates a clear separation of word grades 

based on their performance. This approach will be 

used to separate the grades generated by the logistic 

regression model and our algorithm. We will use the 

lists generated here to attribute levels (“insufficient”, 

“good”, and “excellent”) to words and sentences. 

5.3 LIME Interpretation and sentence grading 

We will incorporate LIME interpretation to grade 

sentences. This process is performed in two distinct 

ways, as described below. In the first case, we use the 

two most important words returned by LIME, and in 

the second case, we return only the most important 

word. By exploring both approaches, we aim to better 

understand the impact of different grading strategies 

on the evaluation of LIME-generated explanations.  

5.3.1. Two most important words 

In the first approach, sentences in the dataset are 

graded based on the two most important words 

identified by LIME. For each sentence, its 

classification is determined, and the two most 

relevant words are obtained via LIME interpretation. 

The grades of these words are retrieved from the 

corresponding dictionaries of negative or positive 

words presented previously. The final sentence grade 

is then calculated as the average of the two-word 

grades. This approach considers the combined 

contribution of the top two features, which may 

provide a more comprehensive evaluation of the 

sentence. However, it may also dilute the impact of 

the most critical word on the sentence classification, 

leading to less accurate grading. 

5.3.2. Most important word 

In the second approach, sentences are graded by 

considering the most important word returned by 

LIME. Like the first approach, each sentence in the 

dataset is classified, and the most relevant word is 

identified through LIME interpretation. The grade of 

this word is acquired from the appropriate negative or 

positive words dictionary, and the sentence grade is 

subsequently recorded. 

Focusing on the most important word simplifies 

the grading process and emphasizes the significance 

of the primary feature in the classification. However, 

it may overlook the contribution of other important 

features, leading to an incomplete evaluation of the 

sentence. 

5.4 Experiment description 

In this section, we provide a comprehensive 

overview of the experiments designed to assess our 

proposed metric. The experiments concentrate on 

evaluating the performance of our metric, using 

logistic regression-based metrics and human-

generated explanations as references. We begin by 
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executing the algorithms required to generate word 

grades and levels for each dataset. The generated lists 

are as follows: 

 

1. Word grades from our metric (positive and 

negative) 

2. Word grades from logistic regression 

(positive and negative) 

3. Levels generated from our metric (positive 

and negative) 

4. Levels generated from logistic regression 

(positive and negative) 

 

We assess the level of agreement between our 

metric and the logistic regression metric or user 

evaluation using recall, as explained in Section 4.6. 

For the experiments, we calculate the individual 

recall of each list (English/negative, English/ positive, 

Portuguese/ negative, Portuguese/positive) for each 

case (word or sentence) relative to the logistic 

regression metric or human classification and analyse 

the average of those recalls. This analysis will serve 

as the foundation of our evaluation. 

5.4.1. Experiment 1: Word-level agreement 

This experiment compares the number of words 

classified at the same level (“insufficient,” “good,” 

and “excellent”) in the lists generated by our metric 

and logistic regression. We train a logistic regression 

model with robust performance for sentence 

classification. Such a model accurately scores the 

importance of features based on their coefficients. 

Consequently, comparing the scores generated by our 

metric and the logistic regression model provides 

evidence of the validity and reliability of our 

proposed metric. 

5.4.2. Experiment 2: Sentence-level agreement with two 

most relevant words 

In this experiment, we compare the classification 

of sentences by our metric and the logistic regression 

metric when considering the two most important 

features returned by LIME. The steps are as follows: 

 

1. Grade sentences using our metric and the two 

most relevant words and take the average. 

2. Assign levels to sentence grades based on our 

metric. 

3. Grade sentences using logistic regression and 

the two most relevant words and take the 

average. 

4. Assign levels to sentence grades based on 

logistic regression. 

5. Compare the number of sentences classified 

at the same level. 

 

The goal of the experiment is to determine the 

frequency of disagreement between the two metrics 

when classifying explanations. 

5.4.3. Experiment 3: Sentence-level agreement with 

most relevant word 

This experiment complements Experiment 2. We 

investigate the recall of our metric using the logistic 

regression metric as a reference when considering 

only the most relevant word returned by LIME. The 

steps are similar to Experiment 2, with the primary 

difference being the focus on the most relevant word. 

5.4.4. Experiment 4: Human evaluation with two most 

relevant words 

This experiment investigates the agreement 

between our metric and human-generated 

classifications when considering the two most 

important features returned by LIME. The steps are 

as follows: 

 

1. Grade sentences using our metric and the two 

most relevant words and take the average. 

2. Assign levels to sentence grades based on our 

metric. 

3. Obtain human-generated classifications of 

LIME explanations. 

4. Compare the number of classifications that 

coincide with human evaluations. 

 

A high agreement with human evaluations 

indicates the potential usefulness of our metric in 

quantifying LIME-generated explanations. 

5.5 Experiment 5: Human evaluation with most 

relevant word 

This experiment explores the agreement between 

our metric and human-generated classifications when 

considering only the most relevant word returned by 

LIME. The steps are similar to Experiment 4, with the 

primary difference being the focus on the most 

relevant word. This experiment helps to determine if 

a single feature is sufficient to explain the 

classification and understand how often such a 

situation occurs. 
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Table 5. Accuracy comparison  
 CNN Logistic 

Regression 

Best 

Result 

found 

Brazilian E-

Commerce 

Public 

Dataset 

88.10% 85.20% 86.99% 

IMDB 

Movie 

Ratings 

Sentiment 

Analysis 

88.70% 90.45% 85.20% 

 

 

 
Figure. 4 Average recall of features’ classified at same 

level 

 

6. Results and discussion 

6.1 Performance of CNN and logistic regression 

models 

To assess the performance of the CNN and 

logistic regression models, we compared their 

accuracy to the best results available in the literature. 

Establishing a competitive model is crucial for the 

validity of this research. Table 5 presents the 

performance of the CNN and logistic regression 

models in comparison to the best results found in the 

literature and Kaggle competitions [35], utilizing 

accuracy as the metric. 

For the Brazilian E-commerce public dataset by 

olist, the best result in the literature was obtained 

using a random forest model [43]. The IMDB movie 

ratings sentiment analysis dataset's best result was 

achieved with a CNN model from a Kaggle 

competition [44]. As shown in Table 1, our models' 

results are competitive with those found in recent 

literature and machine learning competitions. 

 

 

 
Figure. 5 Average recall of sentences’ explanations 

classified at the same level considering the two most 

important words returned by LIME 

6.2 Results of experiment 1 

In experiment 1, we compared the number of 

words classified at the same level (“insufficient”, 

“good”, and “excellent”).  

Fig. 4 shows the average of the recall in the four 

lists when using the metric generated by logistic 

regression as reference. The highest recall occurs at 

the highest grades (82.45% for “excellent” and 

78.90% for “good”), while the lowest recall is 

observed for grades classified as “insufficient” 

(63.90%). We attribute this result to the concentration 

of features with strong negative/positive connotations 

at higher grades, which both our metric and logistic 

regression metric capture. The limited use of features 

and the high number of features with weak 

negative/positive connotations contribute to the 

lower recall for “insufficient” grades. 

In conclusion, the grades generated by our metric 

can be useful for evaluating the explainability of 

sentences using the LIME technique. This is 

demonstrated by comparing the behaviour of our 

metric’s grades with those generated by logistic 

regression. 

6.3 Results of experiment 2 

In experiment 2, we aimed to compare the grades 

our metric assigned to each sentence with the grades 

assigned by logistic regression, considering the two 

most relevant words returned to classify a level by 

LIME. Fig. 5 shows the recall of our metric when 

using logistic regression metric as reference. 

Our metric demonstrated a recall of 

approximately 94.87% and 80.29%, on average, with 

the metric generated by the explainable method for 

explanation grades classified as “excellent” and 

“good” respectively. This is considered a satisfactory 

recall. An initial conclusion suggests that, in 

sentences with higher grades, the features do not  
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Figure.6 Average recall of sentence’s explanations 

classified at the same level considering the most 

important word 

 

significantly interfere with each other. In other words, 

the inclusion of two features leads to most cases 

agreeing on both the first and second features. 

However, for the “insufficient” level, a lower recall 

rate (57.44% on average) is observed. This can be 

attributed to the higher variability in grades when 

they are too low. For example, consider a situation 

where LIME attributes a positive classification based 

on the words “actor” and “movie” which do not have 

strong positive/negative connotations. Consequently, 

the grades of both metrics are low, leading to an 

“insufficient” classification for the explanation. 

However, slight differences in the grades 

assigned by logistic regression and our metric could 

result in different classifications (e.g., “insufficient” 

versus “good”) despite both being close to the 

boundary. This behaviour is more common in the 

lowest level due to the higher number of features with 

low grades, a characteristic of the dataset. 

6.4 Results of experiment 3 

In experiment 3, we aimed to determine whether 

our metric recall increases or decreases when 

considering only the most relevant feature, as 

opposed to the two most relevant features. 

Fig. 6 displays the average recall between all lists 

of our metric for each level. The pattern observed in 

experiment 2 persists, with a higher percentage of 

metric agreement at the highest levels (“good” and 

“excellent”) and lower at the lowest level 

(“insufficient”). The same explanation provided in 

experiment 2 applies in this experiment. However, 

when using only the most important feature, the recall 

increases across all levels compared to when just one 

feature is used. 

Fig. 7 compares the recall when using the most 

relevant feature and the two most relevant features 

returned by LIME. 

 

 
Figure. 7 Comparison of recall considering the most and 

two most important words for the classification 

 

 
Figure. 8 Average recall of sentences’ explanations 

classified at the same level considering the two most 

important words returned by LIME 

 

We observe that the recall increases across all 

levels. Notably, the increase in the “insufficient” 

level is more significant. While the “excellent” and 

“good” levels experienced increases of 3.32 and 3.37 

percentage points, respectively, the “insufficient” 

level saw an increase of 18.48 percentage points 

(nearly six times the increment in other levels). We 

can conclude that in datasets with characteristics like 

the one used in this study, where few words are 

decisive for classification, using more features can 

adversely impact the outcome. This is especially true 

when the features used for classification carry low 

weight in the final classification (in our case, low 

positive/negative connotation) 

6.5 Results of experiment 4 

In experiment 4, we compared the classifications 

derived from our metric with those provided by 

human evaluators. We asked participants to classify 

the explanations generated by LIME into 

“insufficient”, “good” and “excellent”. We then 

calculated the recall. Subsequently, we calculated the 

recall. It is crucial to note that our metric, in this 

experiment, employs the average grade of the two  
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Figure. 9 Average recall of sentences’ explanations 

classified at the same level considering the most 

important word returned by LIME 

 

most relevant words returned by LIME when 

explaining a classification. 

As illustrated in Fig. 8, our metric's recall is high 

for explanations classified as “insufficient” but low 

for other classifications, which is not ideal. We 

attribute this discrepancy to LIME's dependence on a 

limited number of words to interpret results, coupled 

with the scarce presence of words with strong 

positive or negative connotations. 

For instance, consider the phrase “I love this 

movie” with LIME's output being “love” and “movie,” 

and their corresponding grades being 0.1 for “movie” 

and 0.8 for “love.” Suppose that grades below 0.5 are 

classified as “insufficient”, those between 0.5 and 

0.75 as “good” and those above 0.75 as “excellent”. 

A human evaluator may reasonably classify the 

sentence as “excellent” due to the presence of the 

word “love.” However, our metric would classify it 

as “insufficient” due to the average grade of 0.45. We 

will assess the validity of this hypothesis in the 

subsequent experiment. 

6.6 Results of experiment 5 

In experiment 5, we once again compared our 

metric-based classifications with those provided by 

human evaluators. Participants were asked to classify 

explanations as “insufficient”, “good” and “excellent.” 

We then calculated the percentage of sentences that 

our metric classified at the same level as those 

classified by human evaluators. In this experiment, 

our metric considered the grade of the most relevant 

word returned by LIME when explaining a 

classification. 

As depicted in Fig. 9, the recall is high across all 

levels. This result supports the hypothesis proposed 

in the previous experiment, suggesting that LIME's 

reliance on a limited number of words to interpret 

results, in conjunction with the restricted presence of 

words with strong positive or negative connotations, 

leads to suboptimal outcomes when multiple words 

are employed for interpretation. 

Our findings indicate that it is essential to 

consider individual word grades before providing a 

final evaluation. For instance, when using more than 

one word, we should assess the average grade and 

exclude additional features from the final evaluation 

if they lower the overall score. Future research could 

explore the potential benefits of presenting these 

additional features as part of the explanation for a 

given classification. 

In conclusion, the results of our experiments 

demonstrate that the choice of words used in 

explanations can significantly impact classification 

accuracy. Experiment 4, which employed the average 

grade of the two most relevant words returned by 

LIME, showed lower recall for “good” and “excellent” 

classifications. This indicates that using multiple 

words for interpretation can hinder classification 

accuracy. Conversely, Experiment 5, which 

considered the grade of the most relevant word 

returned by LIME, displayed high recall across all 

levels, suggesting that focusing on the most relevant 

word can improve classification accuracy. These 

findings emphasize the importance of carefully 

selecting the words used in explanations and their 

impact on the effectiveness of classification models. 

7. Conclusion and future work 

The increasing demand for explainability in 

black-box models, such as deep learning models, has 

spurred the development of explainable artificial 

intelligence (XAI) techniques. Assessing the 

explainability components of these methods is crucial 

for ensuring their utility and trustworthiness for end-

users. Our research is a novel attempt in this 

direction; we introduce a human-understandable 

metric tailored specifically for evaluating local 

interpretable model-agnostic explanations (LIME), 

one of the popular XAI methods. This metric is 

juxtaposed with another interpretable method 

(logistic regression) and human evaluations on two 

sentiment analysis datasets, one in English and 

another in Portuguese. Our metric demonstrated 

strong recall performance, with the worst recall being 

80.29% and the best 98.19% for “good” and 

“excellent” classifications using logistic regression-

generated metrics, and 82.03% worst and 94.37% 

best for “good” and “excellent” classifications using 

single-word explanations based on human 

evaluations. 

We found that generating explanations with a 

limited number of words was more effective. 

However, we identified that LIME does not capture 
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phrase structures, relying exclusively on isolated 

features to explain deep learning model 

classifications. This suggests a potential area for 

improvement by incorporating more complex 

structures, such as bigrams or trigrams, as we 

observed that combinations of words with low 

negative or positive connotations often determine 

sentence polarity. 

While our study makes notable strides in 

evaluating LIME, it is not without limitations that 

offer future research opportunities. Expanding the 

scope of investigation to include a wider variety of 

black-box models can enhance the generalizability of 

our findings. Additionally, considering the 

subjectivity inherent in human evaluations, future 

studies could involve larger, more diverse participant 

groups and incorporate alternative evaluation 

methods. Furthermore, our study paves the way for 

developing a theoretical foundation for our proposed 

metric, which can bolster its validity and contribute 

to a more profound understanding of its performance. 

Despite these limitations, our research serves as a 

pioneering effort in developing evaluation methods 

for LIME-generated explanations. By addressing 

these limitations in future work, we can refine our 

approach and better understand the nuances of 

explainable AI, thereby enhancing its relevance and 

applicability. Numerous other future research 

directions remain. We suggest testing this metric in 

various domains to confirm the consistency of the 

observed behaviour and using different datasets 

within the same domain to investigate and measure 

potential benefits when attributing grades to features 

based on more extensive data. 

In conclusion, this study makes a novel 

contribution by developing a unique, human-

understandable metric for evaluating XAI techniques. 

We tested this proposed method with two different 

approaches and successfully compiled a list of graded 

words valuable for future research. We identified 

gaps in LIME and proposed enhancements, thus 

paving the way for future research directions. 

Ultimately, our work aims to increase the 

transparency and trustworthiness of XAI, further 

bridging the gap between machine learning 

algorithms and human cognition. 
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