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Abstract: This paper delves into the subject of outlier detection techniques tailored for 

unique datasets related to residential energy consumption. Building upon the current state 

of research [1] we introduce the Grubbs and Z-score methods and investigate a range of 

outlier detection strategies encompassing statistical, probabilistic, and machine learning 

algorithms. The findings underscore the importance of outlier detection in the Romanian 

residential energy sector. 

 

 

 

1. INTRODUCTION 

 

 Outlier detection in energy data plays a pivotal role in ensuring the accuracy and 

reliability of energy management systems [2]. By identifying and addressing anomalies, 

utilities and energy managers can gain a clearer understanding of consumption patterns, 

optimize energy distribution, and prevent potential system failures [3]. Moreover, detecting 

outliers, aids in eliminating data errors, facilitating more precise forecasting [4], and 

enhancing the overall efficiency of energy systems. In essence, it serves as a foundational 

step in refining energy data analysis and driving informed decision-making in the energy 

sector [5]. In the current study, serving as an extension to the article "Applied data cleaning 

methods in outlier detection for residential consumer" [1], the outlier detection methodologies 

tailored for specialized datasets related to residential energy consumption are examined. This 
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exhaustive research covers a broad range of outlier detection techniques in data cleaning, 

from statistical and probabilistic methods to advanced machine learning algorithms. Notably, 

the Z-score [6] and Grubbs [7] methods are introduced and integrated into this expanded 

investigation, enhancing the analytical depth.  

 

 

2. CONTEXT 

 

Understanding the nature of a dataset is essential when applying algorithms or 

mathematical methods [8], especially when distinguishing energy consumption patterns 

across residential, industrial, and public buildings. Energy consumption characteristics differ 

significantly among residential homes, public infrastructures, and industrial facilities due to 

diverse usage patterns, energy needs, and operational demands [9]. Residential energy use is 

shaped by factors like home size, design, occupancy, construction materials, lifestyle, and 

appliance usage. Typically, residential energy patterns show spikes during morning and 

evening, reflecting daily routines, and dip during the night. Seasonal changes, such as 

increased heating or cooling needs during harsh weather, also play a role. Moreover, 

individual behaviors, household income, and occupants' education levels further influence 

these patterns [10]. Public structures, like schools, hospitals, and government offices, have 

energy patterns distinct from residential settings. Given their high occupancy and continuous 

operations, their energy use remains relatively consistent throughout the day, with higher 

consumption on weekdays than weekends. Unlike residences, seasonal fluctuations in energy 

use in public buildings are less pronounced, mainly due to their climate control systems [11]. 

Industrial sectors, including factories and warehouses, have unique energy 

consumption patterns driven by their production activities, machinery operations, and specific 

requirements. The energy demand in these settings is often high and consistent, influenced by 

machinery and equipment operations. However, energy use can vary based on production 

timelines, work shifts, and the nature of the industry. For instance, chemical industries might 

have different energy needs compared to textile ones. Industries linked to agriculture might 

see seasonal shifts in energy use, reflecting harvest times or changing product demands [12]. 

The importance of outlier detection in residential energy consumption arises from the 

diverse and ever-changing monthly energy use patterns. In contrast to public or industrial 

settings, monthly household energy consumption is influenced by numerous, primarily static, 

technical factors. These include home features, resident lifestyles, and energy use behaviors, 

which are often affected by seasonal changes [9]. 

In Romania, the energy sector is regulated by European directives mandating the 

installation of smart meters in residences by Distribution System Operators (DSO) 

[13]Error! Reference source not found.. However, the rollout of this initiative has been 

delayed, with DSOs typically manually reading meters every 3-6 months. While new 
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regulations advocate for monthly readings, a disconnect exists between governmental 

intentions and the present capabilities of DSOs. 

A significant shift occurred in the Romanian energy market in 2021 when it embraced 

free-market principles [14]. This change has spurred discussions on introducing various 

services and concepts, like demand response, differential tariffs, and local energy 

communities. Technically, these services necessitate precise monthly energy consumption 

data across all sectors, including households. Yet, due to current metering constraints, such 

data remains elusive. 

For instance, the idea behind energy communities revolves around consolidating 

numerous households within similar geographic regions into a single organizational structure. 

This encourages them to actively engage in the energy market, promoting bi-directional 

energy exchanges (prosumers). In this context, precise monthly energy consumption 

predictions are crucial for securing smart energy contracts and negotiating favorable future 

[15]. 

A significant hurdle in Romania is obtaining accurate residential energy consumption 

data, primarily sourced from physical or digital energy bills. Given that current Romanian 

regulations require DSOs to check meters every 3-6 months, utility companies often resort to 

estimations. This approach frequently leads to substantial variations and anomalies in 

monthly billing, complicating the task of algorithms aiming to identify and rectify such 

patterns [16]. Consequently, due to these metering challenges, billed energy often doesn't 

mirror actual consumption, highlighting the need for a precise data adjustment method. 

Such inconsistencies often manifest as outliers or anomalous data points, which 

significantly deviate from typical energy consumption trends. Identifying and addressing 

these outliers in the residential sector is pivotal for ensuring data accuracy in energy analysis, 

billing, and forecasting. This sets the stage for a robust data processing approach tailored [17] 

for the evolving needs of the Romanian energy market. 

 

 

3. PREVIOUS RESULTS  

 

The findings from previous research [1] indicated that the IQR method was the most 

effective, accurately identifying 69.45% of outliers. Both the MAD and MOVMAD methods 

displayed commendable results, detecting outliers at rates of 62.89% and 48.10%, 

respectively. In contrast, the LOF method's performance was less satisfactory, pinpointing 

just 23.83% of outliers. 

Generally, the outlier detection techniques discussed in this study necessitate a 

substantial volume of data for precise outcomes. Despite the inherent challenges with 

residential energy consumption datasets, which typically comprise 12 data points annually, 

the researchers successfully adapted most of the algorithms. However, the parameters used 
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for testing DBSCAN didn't match the outlier profiles, suggesting a need for further refinement 

of this method. 

These insights underscore the effective implementation of the discussed methodology 

on datasets pertaining to the residential energy domain. Proper outlier identification is pivotal 

for data quality enhancement, deeper insights into energy consumption trends, and facilitating 

informed decisions in the residential arena. The findings advocate for the IQR method, 

succeeded by MAD and MOVMAD, as potential techniques for outlier detection in domestic 

energy data. Still, there's a call for more research to further hone these detection methods for 

superior precision. 

 

 

4. METHOD USED 

 

Given that statistical models have demonstrated greater efficiency with smaller data 

volumes in detecting outliers from the tested energy data consumption, the Z-score [18] and 

Grubbs [19] methods were selected for this study analysis. Both techniques are renowned for 

their efficacy in statistical analysis and outlier detection. By integrating these methods, the 

research aims to address the existing gaps and elevate the accuracy of data cleaning, ensuring 

more reliable and robust results in the realm of energy consumption analysis.  

The Z-score [8], often referred to as the standard score, measures how many standard 

deviations a data point is from the mean of a set of data. It's a useful metric in statistics to 

identify outliers, as it quantifies the extent to which a particular observation deviates from the 

norm. 

Mathematically, the Z-score for an individual data point x is calculated as: 

 

 Z =
𝑥−𝜇

𝜎
  (1) 

where: 

• x is the individual data point. 

• μ is the mean of the dataset. 

• σ is the standard deviation of the dataset. 

A Z-score [8] of 0 indicates that the data point's score is identical to the mean score. 

A Z-score of 1.0 indicates a value that is one standard deviation from the mean. Z-scores may 

be positive or negative, with a positive value indicating the score is above the mean and a 

negative score indicating it is below the mean. In many contexts, a Z-score above 2.0 or below 

-2.0 is considered an outlier, but this threshold can vary based on the specific application or 

field of study. 
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Grubbs' Test [19] is a statistical test used to detect outliers in a univariate data set that 

follows an approximately normal distribution. The test works by comparing the absolute 

deviation of a suspected outlier from the sample mean to the sample standard deviation. If 

this ratio is sufficiently large, the data point can be considered an outlier. 

Mathematically, the Grubbs' statistic G for a given observation xi is calculated as: 

 

                              𝐺 =
max⁡(𝑥𝑖−𝑥̅)

𝑠
                               (2) 

 

where: 

• 𝑥𝑖  is the individual data point being tested. 

• 𝑥̅   is the sample mean. 

• 𝑠   is the sample standard deviation. 

 

 

4. RESULTS 

 

In this study, data was collected from 100 volunteering households. This data was then 

anonymized, cataloged, and subsequently analyzed. Energy consumption information was 

sourced from energy bills. However, it became evident that the recorded data didn't truly 

mirror the genuine energy usage patterns of the households. This discrepancy arose from the 

data processing system that relied on "estimations" and "energy meter readings". In Table 1 

each data point represented the monthly energy consumption over the course of a year.  

 

 Table 1. Tested consumption energy data collected under a single database 

 

 

User 1 2 3 4 5 6 7 8 9 10 11 12 

1 74,00 79,00 74,00 74,00 61,00 66,00 65,00 54,00 54,00 17,00 127,00 58,00 

2 NA 105,00 67,00 70,00 9,00 9,00 31,00 82,00 8,82 133,00 126,00 NA 

3 68,00 76,00 68,00 72,00 648,00 95,00 252,00 116,00 54,00 351,00 100,00 128,00 

4 131,00 60,00 99,00 88,00 52,00 58,00 73,00 52,00 62,00 51,00 53,00 66,00 

5 76,00 74,00 67,00 53,00 128,00 NA 62,00 66,00 209,00 55,00 69,00 187,00 

. . . . . . . . . . . . . 

35 270,00 250,00 285,00 260,00 265,00 290,00 300,00 325,00 300,00 285,00 275,00 270,00 

36 98,00 123,00 10,00 71,00 98,00 223,00 90,00 70,00 223,00 74,00 15,00 69,00 

37 87,00 80,00 96,00 86,00 30,00 20,00 25,00 28,00 45,00 67,00 47,00 35,00 

38 118,00 45,00 41,00 23,00 7,00 21,00 32,00 43,00 33,00 27,00 27,00 42,00 

. . . . . . . . . . . . . 

98 280,00 289,00 272,00 250,00 200,00 240,00 255,00 310,00 280,00 280,00 250,00 300,00 

99 89,00 115,70 112,10 153,50 153,50 33,90 53,67 NA 137,10 118,00 NA 132,00 

100 306,00 272,00 293,00 286,00 258,00 294,00 289,00 320,00 245,00 286,00 293,00 348,00 
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The proposed methods for detecting outliers, IQR (Interquartile Range), LOF (Local 

Outlier Factor), MAD (Median Absolute Deviation), and MOVMAD (Moving Median 

Absolute Deviation), underwent a rigorous validation process. This validation encompassed 

the analysis of energy consumption data derived from both public buildings [5] and residential 

buildings [1], reflecting their versatility and applicability across different contexts. 

To gain a comprehensive understanding of these outlier detection methods, energy 

consumption data were collected and integrated into a unified database, as meticulously 

detailed in Table 2 and 3. Subsequently, a comparative analysis was conducted, pitting these 

techniques against the Z-score and Grubbs methods. 

Prior to conducting the algorithm tests, any instances of missing data and irregularities 

were visually identified, allowing for an initial evaluation of the algorithms' accuracy. The 

abnormal data within the consumption profile was highlighted under the "HUMAN I" 

category and was specifically emphasized in Table 2 and 3 for User 5 and User 36. Likewise, 

the absence of a data point for User 5 and the visually identified outliers for User 36 were 

brought to attention in figure 1 and figure 2. 

 

Table 2. Algorithms precision over consumption energy of User 5  

 

 

 

Fig. 1. User 5 missing data point for month 6 

 

 

  1 2 3 4 5 6 7 8 9 10 11 12 

User 5 76,00 74,00 67,00 53,00 128,00 NA 62,00 66,00 209,00 55,00 69,00 187,00 

HUMAN I                         

IQR F F F F F F F F T F F T 

MAD F F F F T T F F T F F T 

MOVMAD F F F F F F F F T F F F 

LOF F F F F T T F F T F F T 

Z-SCORE F F F F F F F F T F F F 

GRUBBS F F F F T T T F T F F T 
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In order to evaluate the accuracy of the outlier detection methods, a scoring system 

was introduced. The scoring method was designed to avoid binary outcomes where points are 

awarded solely for 100% accuracy. The algorithms were classified as "T" (True) if they 

correctly identified the visually identified outlier and as "F" (False) if they either misclassified 

the outlier or highlighted a different one. This approach enables a more precise assessment 

by considering the granularity of points assigned, thereby reducing the presence of black and 

white scenarios. 

If a method successfully identified all outliers, it was assigned a score of 1, as shown 

in previous study [1]. However, if the method erroneously classified non-outliers as outliers 

or failed to detect genuine outliers, the final score was calculated using the following formula: 

     

𝑺𝒄𝒐𝒓𝒆 =
𝑵𝒖𝒎𝒃𝒆𝒓⁡𝒐𝒇⁡𝒄𝒐𝒓𝒓𝒆𝒄𝒕⁡𝒅𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝒔

𝑵𝒖𝒎𝒃𝒆𝒓⁡𝒐𝒇⁡𝒕𝒐𝒕𝒂𝒍⁡𝒅𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝒔
                                                         (3) 

 

Table 3. Algorithms precision over consumption energy of User 36  

 

 

 

Fig. 2. User 36 extreme outlier data for month 6 and 9 

 

Considering the results obtained from both Table 2 and Table 3, we can observe the 

following scores for the tested algorithms: 

• IQR consistently performs exceptionally well in both evaluations, earning a perfect 

score of 1 in both instances. 
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• MAD demonstrates strong and consistent performance, achieving a score of 0.75 in 

Table 2 and a perfect score of 1 in Table 3. 

• MOVMAD maintains a moderate level of accuracy, with scores of 0.33 in Table 2 

and 0.66 in Table 3. 

• LOF and Z-score exhibit similar performance, scoring 0.75 in Table 2 and 0.5 and 

1, respectively, in Table 3. 

• Grubbs shows variability in performance, with a score of 0.6 in Table 2 and a score 

of 0 in Table 3, suggesting room for improvement. 

 

Table 4. The scoring applied to algorithm accuracy of detecting outliers 

 

Table 5. Final scoring and outlier detection accuracy over the tested algorithms:  

  Scor % 

IQR 49,31 69,45 

MAD 44,65 62,89 

MOVMAD 34,15 48,10 

LOF 16,92 23,83 

Z-SCORE 43,14 60,76 

GRUBBS 19,15 26,97 

 

Applying the scoring method to the analyzed data from 100 users, as presented in 

Table 5, IQR emerges as the leading performer, securing a score of 49.31, which translates to 

an impressive accuracy rate of 69.45%. MAD also demonstrates robust performance, 

garnering a score of 44.65 and achieving an accuracy rate of 62.89%. MOVMAD maintains 

a reasonable accuracy rate of 48.10% while scoring 34.15. Z-score, while displaying promise 

with a score of 43.14, attains a slightly lower accuracy rate of 60.76%. Conversely, LOF and 

Grubbs exhibit lower scores and accuracy rates, with LOF registering 16.92 (23.83%) and 

Grubbs scoring 19.15 (26.97%). In summary, the IQR and MAD methods excel in accurately 

 

  IQR MAD MOVMAD LOF Z-SCORE GRUBBS 

User 1 1 1 0 0,5 1 0,5 

User 2 0 0 0 0,22 0 1 

User 3 0,5 1 0,5 0,5 0,5 0,66 

User 4 1 1 0 0,33 1 1 

User 5 1 0,75 0,33 0,75 0,33 0,6 

. . . . . . . 

User 35 1 1 0 0 0 0 

User 36 1 1 0,66 0,5 1 0 

User 37 1 1 1 0 1 1 

User 38 1 1 0 0,25 1 0,5 

. . . . . . . 

User 98 1 1 0 0 0 1 

User 99 0 0,75 0,5 0,75 0,33 0 

User 100 1 1 1 0 0 0 
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identifying outliers for this dataset, closely followed by MOVMAD and Z-score. Although 

LOF and Grubbs have their merits, they demonstrate relatively lower accuracy rates. Thus, 

for this particular dataset and evaluation, the IQR and MAD methods appear to offer the most 

reliable options for outlier detection. 

 

 

5. CONCLUSION 

 

When we compare the Z-score and Grubbs methods to the other outlier detection 

techniques, some interesting observations come to light: Firstly, both the Z-score and Grubbs 

methods hold their own in terms of their performance, falling somewhere in the middle of the 

pack. While they may not achieve the highest accuracy rates seen in some of the other 

methods, they display competitive scores and show potential for effectively identifying 

outliers in the context of residential energy consumption data. The IQR and MAD methods 

achieve the highest accuracy rates still Z-score perform significantly better than LOF and 

Grubbs. In scenarios where a balanced approach is essential, Z-score and Grubbs may be 

preferred choices. There is room for improvement in the Z-score and Grubbs methods. Further 

optimization could enhance their accuracy and reliability. In conclusion, the evaluation of the 

Z-score and Grubbs methods in this study suggests their potential as valuable tools for outlier 

detection. However, to further validate their effectiveness and robustness, future research 

endeavors should aim to test these methods with larger volumes of data. The scalability and 

adaptability of Z-score and Grubbs to more extensive datasets are crucial aspects that warrant 

exploration to ensure their reliability in various real-world applications and scenarios. 
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Abstract: In this work, different deep learning approaches based on deep neural networks 

for person re-identification were analyzed. Both identification and re-identification of 

people are frequently required in various fields of human life. Some of the most common 

applications are in various security systems where it is necessary to identify and track a 

particular person. In the case of person identification, the identity of a particular person 

needs to be established. In the case of re-identification, the main task is to match the 

identity of a particular person across different, non-overlapping cameras or even with the 

same camera at different times. In this work, three different deep neural networks were 

used for the purpose of person re-identification. Two of them were user-defined, while one 

of them is a pre-trained neural network adapted to work with a specific dataset. Two neural 

networks used were Convolutional Neural Networks (CNN). For the defined experiment, it 

was used own dataset with 13 subjects in gait. 

 

 

1. INTRODUCTION 

 

 Person identification and re-identification are important tasks in many aspects of 

human life. It is often necessary to determine the identity of a particular person, that is, to 

identify a particular person. This is a challenging task for which many methods have been 

developed in the last decades. Most of these methods are based on certain physiological or 

behavioral characteristics of the human body. The methods based on the mentioned 

characteristics are called biometric methods. Biometric methods are usually divided into two 
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groups: physiological and behavioral biometric methods. Accordingly, there are methods 

based on a person's fingerprint or palm print, iris or retina (eye elements), face, gait, voice, 

or signature that are used in various applications. 

The methods listed above are implemented in different ways and use different features 

based on the above characteristics. In general, an identification system can be divided into 

two parts. The first part is used to create a database (or in this paper denoted as dataset) in 

which images are usually captured for each person, e.g., using an RGB camera (Red, Green, 

Blue) or an RGB-D device (Red, Green, Blue - Depth). The images captured are stored in the 

database and depend on the method used. For example, if the implemented method is based 

on a person's face (face recognition), images containing people's faces are captured. On the 

other hand, if the method is based on gait (gait recognition), images with a person walking 

upright are usually captured and used. In the further course of the process, the aforementioned 

images can be subjected to different types of processing, depending on the method 

implemented.  Features can also be extracted from the images and used, but this also depends 

on the method used. Accordingly, the extracted features may be also contained in the 

database. The second part of the identification system is the identification part, where the new 

image (or extracted features) of a particular person is matched with the images or features 

stored in the database. The above described can be roughly represented as in figure 1. 

 

 

Fig. 1. An Example of Identification System with Defined Steps 

 

 While person identification involves establishing the identity of a particular person, 

re-identification involves matching the identity of a particular person across different, non-

overlapping cameras or even with the same camera at different time frames.  

Nowadays, various methods for identification and re-identification are implemented 

using machine learning in such a way that a model is created, trained with the data, and the 

created model is then used for identification or re-identification tasks. Machine learning 

approaches typically use classifiers such as k-Nearest Neighbors (kNN) [1], Support Vector 

Machines (SVM) [2], or Linear Discriminant (LD) [3]. In addition to machine learning, deep 

learning approaches are also used, usually using a deep neural networks (DNN). 
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In this work, different approaches based on deep learning have been investigated. In 

this context, different deep neural networks were created and analyzed. An experiment was 

conducted with deep neural networks using a custom dataset. Accordingly, the experiment, 

the experimental setup and the obtained results have been described in the following chapters. 

 

 

2. THE DATASET AND EXPERIMENTAL SETUP 

 

 In this work, a custom dataset was used for the defined experiment. The dataset used 

contains 13 people, during a walk (in gait), recorded with different camera positions. A stereo 

camera was used to create the dataset and multiple video footages were available for each 

person. The dataset was recorded in nice weather. The video footages have high resolution. 

Accordingly, the extracted images also have a high resolution. A drawback of the dataset can 

be during extraction of silhouettes, because some people wear clothes with similar colors as 

background. The size of the dataset (video footages in .avi) is about 1,5 GB. For each of the 

13 people, different images were extracted from the recorded video footages and used in the 

experiment.  

This was implemented so that in each video containing a particular person, the person 

was detected and tracked in each frame. To detect upright people, vision.PeopleDetector in 

Matlab [4] [5] may be used. In this context, a bounding box was formed around the person 

and this part of the scene was extracted and saved as an image in RGB format. This is shown 

in figure 2. The resolution of the extracted images containing only a person (green rectangular 

part in figure 2) was 185 x 375.  

 

 

Fig. 2. Detected Person in One Video Frame 
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This procedure was performed for each of the 13 people. In other words, in the dataset 

there are 13 folders (Person1, Person2 ... Person13) containing the images for each person. 

The mentioned procedure is illustrated in figure 3. The aforementioned extracted images are 

suitable for re-identification applications because the images are in RGB format and the 

people in all the captured images are wearing the same clothes. More specifically, said images 

can be used for short-term re-identification applications. For identification applications and 

long-term re-identification applications [6] [7] [8] [9] [10] [11], some longer-term features 

should be defined and used.  

Various representations of silhouettes of people are often used as longer-term features, 

and many of the methods presented are based on them. An example of such a method is the 

well-known gait recognition method called Gait Energy Image (GEI) [12]. GEI is defined as 

an image containing silhouettes of a person over a gait cycle that are normalized, aligned, and 

temporally averaged. Some examples of silhouette images and GEI images from the Casia 

Dataset B [13] [14] [15] are shown in figure 4 and figure 5. 

 

 

Fig. 3. The Procedure for Dataset Creation 

 

Once the dataset was created, three different deep neural networks were created and 

used for the experiment. The main idea was to create two different neural networks, with the 

first neural network having a feature input layer as the first layer. The features from the 

images would first be extracted and stored in a table and then used with the neural network 

created. In the case of the second neural network, the first layer is intended to be an image 

input layer. In this case, only images should be loaded to be used with the created neural 

network without prior feature extraction. In the third case, a pre-trained neural network was 

defined for use. 
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Fig. 4. Examples of Silhouette Images from Casia Dataset B [13] [14] [15] 

 

  

 

  
Fig. 5. Examples of GEI Images from Casia Dataset B [13] [14] [15] 
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Matlab was used for the mentioned experiment and for the creation of the dataset. For 

the creation of the dataset, a separate program was created for this purpose. It should be noted 

that Python, TensorFlow and Keras have also been analyzed, tested and used for the same 

purpose.  

The first neural network (hereinafter marked with DNNf) uses extracted features from 

the images of the dataset. This was done using a bag of visual words (bagOfFeatures in 

Matlab, with defined parameters VocabularySize - 500 and PointSelection as Detector) [16] 

[17], where the visual vocabulary was created by default from Speeded-Up Robust Features 

(SURF) [18]. The mentioned features were stored in a table. DNNf consists of seven layers, 

the first layer being the feature input layer (featureInputLayer). Different numbers and types 

of layers were tested, but with the mentioned seven layers and defined parameters, 

satisfactory results were obtained. 

The seven defined layers are: 

1. featureInputLayer 

2. fullyConnectedLayer 

3. batchNormalizationLayer 

4. reluLayer 

5. fullyConnectedLayer 

6. softmaxLayer 

7. classificationLayer. 

The extracted features stored in the table were divided into a training and a testing 

part, with 70 percent used for training and 30 percent for testing. Other training options for 

the DNNf include 30 epochs, a learning rate of 0,001 and the Adaptive Moment Estimation 

Optimizer (Adam) [19] was used. The best results were obtained with the above settings. 

The second neural network (hereinafter marked with DNNi) is a Convolutional Neural 

Network (CNN). The DNNi uses the images without prior feature extraction. The images 

were only loaded as the first layer is the image input layer (imageInputLayer). Also, in this 

case, different numbers and types of layers were analyzed and tested. With defined eight 

layers and defined parameters, satisfactory results were obtained.  

DNNi consists of following eight layers: 

1. imageInputLayer 

2. convolution2dLayer 

3. batchNormalizationLayer 

4. reluLayer 

5. maxPooling2dLayer 

6. fullyConnectedLayer 

7. softmaxLayer 

8. classificationLayer. 

The images used were also split in the ratio of 70 percent for training and 30 percent 
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for testing. Other options defined for DNNi are 30 epochs, a learning rate of 0,001 and 

Stochastic Gradient Descent with Momentum (SGDM) [20] was used. Also, the best results 

were obtained with the above defined settings. 

In addition to the deep neural networks created and described above (DNNf and 

DNNi), a pre-trained neural network was also used. The pre-trained neural network used is 

GoogLeNet [21] [22], a convolutional neural network. GoogLeNet [21] [22] was used and 

adopted to work with the dataset described above. This was done in such a way that two layers 

were replaced and adapted to the dataset. The layers mentioned are fullyConnectedLayer and 

classificationLayer. In the fullyConnectedLayer, the OutputSize parameter was set to 13, 

which corresponds to the number of subjects in the dataset. The images used were split in the 

ratio of 70 percent for training and 30 percent for testing. Other training options for the 

GoogLeNet include 30 epochs, a learning rate of 0,001 and the SGDM was used, as in case 

DNNi. 

 

3. RESULTS AND DISCUSSION 

 

With the settings defined above and the neural networks described, the following 

results were obtained using the dataset described. In the case of DNNf, the accuracy was 

90,8%. When DNNi was used, the accuracy was 91,7% which is higher compared to DNNf. 

In the case of GoogLeNet, pre-trained neural network, the accuracy was 99,4%. The results 

presented above are shown in table 1 and figure 6.  

 

Table 1. The Obtained Results with Defined Settings and Used Dataset 

Deep Neural Network Used Accuracy 

DNNf 90,8% 

DNNi 91,7% 

GoogLeNet 99,4% 

 

 

Fig. 6. The Obtained Results for the Deep Neural Networks Used 
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As can be seen from table 1 and figure 6, the pre-trained deep neural network 

GoogLeNet achieved the best overall result. This was to be expected, since GoogLeNet is a 

more complex neural network that has been pre-trained and validated on a large number of 

different images. With a relatively simple adaptation to use a custom dataset, the 

aforementioned deep neural network can easily be used for this type of application.  

The created deep neural network, called DNNi, had the second best results and slightly 

better results compared to another created deep neural network (DNNf) that uses extracted 

features. On the other hand, DNNf has a much shorter training time. Moreover, the results of 

DNNf and DNNi can be improved by additional optimizations and adding some extra layers.  

It should be noted that it is easier to work with deep neural networks such as DNNi 

and GoogLeNet compared to DNNf. The two deep neural networks mentioned, DNNi and 

GoogLeNet, have an image input layer as the first layer. This means that no explicit feature 

extraction is required in this case. For use with DNNi and GoogLeNet, only images containing 

people in gait should be loaded. In the case of DNNf, explicit feature extraction is required 

because the first layer is a feature input layer. 

 

 

4. CONCLUSION 

 

In this work, different deep learning approaches were analyzed. Person identification 

and re-identification applications are important in many areas of human life. In person 

identification, the identity of a particular person needs to be established. In person re-

identification the main task is to match the identity of a particular person across different, 

non-overlapping cameras or with the same camera at different times. For example, in different 

security systems, some kind of identification or re-identification is often required.  

Various methods have been developed for the aforementioned identification and re-

identification applications. The mentioned methods are usually based on various 

physiological or behavioral characteristics of a person. Nowadays, identification and re-

identification methods are usually implemented using various machine learning and deep 

learning approaches. 

In this work, three different approaches based on deep neural networks were analyzed. 

For this purpose, two deep neural networks were created, while the third deep neural network 

used is pre-trained and adapted for use with a specific dataset. The first deep neural network 

created (DNNf) has a feature input layer as its first layer and uses extracted features from the 

images of the dataset. The second deep neural network (DNNi) is a convolutional neural 

network (CNN) and has as its first layer an image input layer into which only images to be 

used with said deep neural network are loaded. The third deep neural network used is the pre-

trained neural network GoogLeNet.  

The experiment with the defined deep neural networks was performed and the results 
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were presented. For this purpose, a custom dataset containing 13 people in gait was used. The 

best overall result had the pre-trained deep neural network GoogLeNet. 

In future research, it is planned to analyze and use a larger dataset containing a larger 

number of people in gait. In addition, it is also interesting to study different points of view 

and conditions where people wearing similar clothing. Accordingly, other deep neural 

network architectures will also be analyzed and studied. 
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