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Abstract: Many researchers have classified acute lymphoblastic leukemia using several methods. One of the methods 

is a convolutional neural network. However, the limitation of the convolutional neural network is a large number of 

trainable parameters updated. The paper proposes a new architecture based on the convolutional neural network. We 

have designed and implemented a convolutional neural network with different kernels, where we increase the number 

of kernels like pyramid models. We utilized the final convolution to conduct the fully connected, followed by the 

SoftMax function to classify the image. We have evaluated our proposed architecture using acute lymphoblastic 

leukemia image database (ALL-IDB2). The results show that our proposed method produced the average Accuracy, 

Precision, and Recall of 99.17%, 99.33%, and 99%, respectively. It has outperformed other models, i.e., shape features, 

Multi distance of GLCM, CNN and SVM, Pretrained deep convolutional neural networks, AlexNet, ensemble network, 

convolutional and recurrent neural network, and hypercomplex-valued convolutional neural networks. 

Keywords: Leukemia classification, Convolutional, Neural network, A new architecture. 

 

 

1. Introduction 

Leukemia is one of the most dangerous and feared 

cancers. Therefore, we should always conduct early 

detection to avoid fatal effects. If the body produces 

more abnormal white blood cells, bone narrowing 

will be disturbed, and if it has occurred, the white 

blood cells cannot work effectively. Leukemia has a 

similar indication to other diseases. Unfortunately, it 

needs a high cost to check the white blood cell to 

detect Leukemia disease. This paper aims to classify 

acute lymphoblastic    leukemia by our new proposed 

architecture. Leukemia image classification is one of 

the ways to detect Leukemia disease where Leukemia 

classification will separate an image into two parts, 

i.e., positive or negative Leukemia [1]. Many 

researchers have conducted Leukemia image 

classification. [2] has proposed Leukemia image 

classification using three stages, i.e., pre-processing, 

feature extraction, and classification. They employed 

cyan, magenta, yellow, and key (CMYK) color 

models to separate white blood cells (WBC). They 

also implemented histogram equalization to identify 

the color image distribution. However, the process is 

hard to be segmented between the WBC and image 

background. The segmentation error will affect the 

feature extraction and classification results. 

Therefore, the method is not an efficient model for 

classifying Leukemia. 

Similarly, the color-based segmentation method 

has been proposed to classify acute lymphoblastic  

leukemia using main stages, pre-processing, 

segmentation, feature extraction, and classification 

[3]. They have employed the shape and texture 

feature to represent the object of the image. The 

results show that 95.38% accuracy has been obtained. 
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The accuracy depends on the segmentation results, 

and image segmentation errors could cause 

misclassification. The weakness of the paper has been 

improved by image segmentation enhancement and 

followed by texture features generated, i.e., 

homogeneity, entropy, energy, and contrast. Four 

features can increase the accuracy to 96.67% [4]. It 

shows that the improvement of the image 

segmentation process only increases 1.29% accuracy. 

The investigation results show that the segmentation 

improvement can not guarantee a significant increase 

in accuracy. 

Other researchers have built deep learning 

architecture for Leukemia classification and 

conducted data augmentation to increase training set 

variation. They have also tried to avoid over-fitting 

by transfer learning using dense convolutional neural 

network (DCNN) architecture and ensembled 

technique to obtain the feature extraction results. 

Some DCNN has been implemented to classify 

Leukemia, i.e., AlexNet, VGGNet-16, VGGNet19, 

MobileNet, ShuffleNet, and two NASNet, 

InceptionV3, Xception, DenseNet20, and MobileNet. 

They assumed that increasing the datasets for the 

training process could produce a better model. They 

have made 96.58% accuracy [2]. The limitation of the 

method is that the model takes longer to build; 

therefore, the model needs a high cost to classify the 

images. 

Furthermore, acute lymphoblastic  leukemia 

classification is proposed using dense convolutional 

neural network (DCNN) [5]. They also carried out the 

augmentation of the datasets. They selected the 

features using univariate feature selection before 

classification. They employed acute lymphoblastic  

Leukemia–image database 1 (ALL-IDB1) as the 

dataset to evaluate their proposed method. They 

randomly separated 75% and 25% as the training and 

testing sets. The experimental results produced 

97.2% accuracy.  

In addition, the visual geometry group has 

proposed VGG16 and VGG19 architectures to 

classify the Leukemia image from the C-NMC 2019 

dataset [6]. They also employed xception 

convolutional neural network to extract and classify 

the datasets. They initialized 0.00001 as a learning 

rate with 400 epochs. The results show that accuracy 

for VGG16, VGG19, and Xception are 92.48%, 

91.59%, and 90.41%, respectively. While F1 scores 

for the proposed method are 92.60%, 91.75%, and 

90.76% for VGG16, VGG19, and exception, 

respectively. However, they are new architectures 

with bulky trainable parameters. Therefore, these 

architectures required high-performance devices and 

took longer to extract and classify the images.  

A new approach of transfer learning using VGG-

f to extract the features is proposed to improve the 

VGG16 and VGG19. They utilized a support vector 

machine to classify the feature extraction results. 

VGG-f is a convolutional neural network architecture 

that is built based on AlexNet. The VGG-f employed 

smaller kernels for the convolution process in the first, 

third, and fourth [7]. However, they still have 4096 

neurons for fully-connected layers like AlexNet 

architecture. They improved the image by converting 

the actual color into CIELAB color space. Image 

segmentation is conducted to separate the main object 

and background, and the results were utilized to 

calculate the shape features. Finally, the support 

vector machine is used to classify the image. They 

claimed that the proposed method had been evaluated 

using large databases, i. e., ALL-IDB1. ALL-IDB2, 

Leukocytes, and CellaVision datasets. The results 

show that the VGG-f has produced 99% accuracy. 

Leukemia image classification was also 

conducted using contrast enhancement to improve 

the image quality and morphological color 

segmentation to separate the primary object and the 

background. In addition, fuzzy C-mean is employed 

to classify the features found [8]. They used acute 

lymphoblastic leukemia image database 1 (ALL-

IDB1) to evaluate the method. The results show that 

the accuracy is 98%. However, an evaluation of the 

proposed architecture must be conducted using the 

different indexes so that the proposed method can 

prove its reliability.   

Knowledge-based morphology was proposed and 

combined with CD markers to classify Leukemia 

images using morphology and cluster of 

differentiation (CD) markers to decide the results. 

They extract the blood white cell using four 

parameters, i.e., number of nucleoli, color, texture, 

and shape. The extraction results are processed using 

CD markers classification. The proposed algorithm 

has produced 99.67% accuracy. Unfortunately, they 

do not compute a computation time to classify the 

images [9].  

A different method for image segmentation of 

Acute lymphoblastic Leukemia was proposed to 

separate the main object and background by using 

fuzzy. Furthermore, they employed a support vector 

machine (SVM)  to classify acute lymphoblastic 

Leukemia, and their proposed method produced 

94.73% average accuracy. However, the 

classification results are still under ninety percent. 

Therefore, the plans still need to be improved, 

especially the feature extraction and classification 

parts [10]. 

Currently, the trending method has been  
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(a)                  (b)                  (c) 

 
(d)                  (e)                  (f) 

Figure. 1 Image samples of acute lymphoblastic 

Leukemia: (a), (b), and (c) are Positive Leukemia, (d), 

(e), and (f) are Healthy Images. 

 

developed by many researchers, i.e., convolutional 

neural network (CNN). However, CNN also has a 

weakness, where CNN takes longer time than a 

classical neural network. Some papers have proposed 

a convolutional neural network to classify acute 

lymphoblastic Leukemia [11, 12]. They offered a pre-

trained deep neural network to organize the images, 

i.e., AlexNet architecture, and they modified the 

datasets using the augmentation technique to reduce 

overtraining. They employed NVIDIA GeForce GTX 

960M DDR5 4096 MB GPU to process the training 

and testing. However, their proposed method has 

produced 99.5% and 96.06% accuracies without 

image segmentation. Unfortunately, they need 

around thirty-five minutes to train the acute 

lymphoblastic Leukemia images. The AlexNet 

architecture has updated 34.944, 614.656, 885.120, 

1.327.488, and 884.992 trainable parameters on the 

feature extraction layer, i.e., for the first, second, third, 

fourth, and fifth, respectively. The architecture also 

updated three Fully-connected layers, which are 

37.752.832, 16.781.312, and 4.097.000 trainable 

parameters.  

Residual network (ResNet) is one of the 

convolutional neural network architectures that has 

many variants, i.e., ResNet-18, ResNet-34, ResNet-

50, ResNet-101, ResNet-110, ResNet-152, ResNet-

164, and ResNet-1202. The number behind the 

ResNet indicates several layers used. However, the 

simplest ResNet architecture has eighteen layers dan 

the most complex architecture consists of a thousand 

and two hundred-two layers. The more layers used, 

the longer time required. Therefore, it needs a high-

specification machine to solve a task in computer 

vision [13, 14].  

Visual geometry group (VGG) also has two 

models, i.e., VGG-16 and VGG-19. VGG-16 consists 

of thirteen convolution layers and three fully 

connected layers, while VGG-19 has sixteen 

convolution and three fully connected layers, 

improving the results of VGG-16. However, VGG-16 

ad VGG-19 are complex architectures for solving 

computer vision tasks. Therefore VGG-16 or VGG-

19 takes longer time than AlexNet [15, 16].  

Based on the above explanations, we proposed a 

new convolutional neural network architecture to 

classify the acute lymphoblastic Leukemia images. 

The number of kernels increased from the first until 

the last convolution, like a pyramid. Therefore, our 

proposed architecture is called as pyramid model of 

convolutional neural network (PM-CNN). This 

architecture is like a pyramid, which has gradually 

employed kernels. Several kernels are carried out 

following a multiple of the initial value. We carried 

out six convolutional followed by normalization, 

ReLU activation functions, and max-pooling to 

reduce the feature map in the feature extraction layer. 

Therefore, our proposed architecture consists of 

twenty-four layers in the feature extraction layer. We 

apply five kernels for the first convolution. Secondly, 

we increase the number of kernels twice the previous. 

A similar process is conducted until the last 

convolution.  

2. Proposed method 

We employed two hundred and sixty images to 

evaluate our proposed architecture, where the images 

are separated into two classes, i.e., a hundred and 

thirty healthy images and the rest images are 

Leukemia. Some images are hard to be distinguished 

between healthy and Leukemia images. Therefore, 

the role of the machine is needed to classify the image 

quickly. Here are the image samples of the acute 

lymphoblastic leukemia image database (ALL-IDB2). 

Images are taken using microscopic, where the blood 

is dripped with a substance so that when captured 

using a tool, the color changes to purple, as seen in 

Fig. 1. The original image resolution is 257 rows and 

257 columns, where the image has three channels.  

We proposed a new convolutional neural network 

architecture. Our proposed method has an input, 

feature extraction, and classification layer. We use 

acute lymphoblastic Leukemia (ALL) as image input, 

where we employ the original image size: 257 heights, 

257 widths, and three channels. We occupy four 

activities in the feature extraction layer: convolutions, 

batch normalization, activation function, and pooling. 

We proposed six convolution, six batch 

normalization layers, six activation function layers, 

and six pooling layers in the feature extraction layer. 

Therefore, we have 24 layers in feature extraction 

layers. In the classification layer, we proposed three 

layers, i.e., fully connected, an activation function, 

and classification layers, as shown in Fig. 2 and Table 

1. In the feature extraction layer, we have employed 

six convolution processes, where we occupy various  
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Figure. 2 Our proposed method: new architecture of convolutional neural network 

 

Table 1. Number of layers proposed method 
No Layer Description Number 

of Layers 

1 Input Image 257 x 

257 

1 

2 Feature 

extraction  

Convolution 6 

Batch 

normalization 

6 

Activation 

function 

6 

Pooling 6 

3 Classification  Fully 

connected 

1 

Activation 

function 

1 

output 1 

 28 

 

numbers of kernels (𝐷′′) in sequence, namely are 𝐷′′, 

2𝐷′′ , 3𝐷′′ , 4𝐷′′ , 5𝐷′′ , and 6𝐷′′ , where 𝐷′′ ∈ {5}, 

therefore the number of kernels is 5, 10, 15, 20, 25, 

and 30. In this case, we employ five different kernel 

sizes, which is 𝐾𝑤 ∈ {3, 5, 7, 9, 11}. In general, we 

build layer models of our convolutional neural 

network architecture, as shown in Fig. 3. 

Fig. 4 shows that the first convolution process 

uses five kernels, whose size is 3x3. We apply stride 

[1 1], where the kernel matrix will move one column 

and one row. The convolution result produces the 

same size as the original input. We have considered 

our CNN architecture's stride to avoid much 

information loss. The more significant the stride size, 

the more information loss. If the stride size is smaller 

than kernel size, many elements overlap during the 

convolution process. The more image pixels that 

overlap during the convolution process, the better the 

features formed. 

If 𝒳  variable represents the input image and 𝒳 ∈
ℝ𝐻×𝑊×𝐷 , then the symbols of ℝ, 𝐻, 𝑊, and 𝐷 

represent the space, height, width, and channel of the 

image. If  𝒳 ∈ ℝ𝐻×𝑊×𝐷  is convoluted by 

multidimensional kernel matrix ℱ ∈ ℝ𝐻′×𝑊′×𝐷×𝐷′′
. 

Symbols of 𝐻′, 𝑊′, and 𝐷′′ describe kernel height, 

width, and the number of kernels, respectively. The 

convolutional results between 𝒳 ∈ ℝ𝐻×𝑊×𝐷  image  
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Figure. 3 Our proposed model: pyramid model of convolutional neural network 

 

 

 

Figure. 4 Our proposed method: the first convolution, batch normalization, ReLu, and max pooling 

 

and ℱ ∈ ℝ𝐻′×𝑊′×𝐷×𝐷′′
 can be expressed by using 

Eq. (1) 

 

𝒴𝑖′′ 𝑗′′ 𝑑′′ =  

∑ ∑ ∑ ℱ𝑖𝑖 𝑗𝑖 𝑑 ×𝐷
𝑑′=1 𝒳𝑖′′+𝑖′−1,𝑗′′+𝑗′−1,𝑑′,𝑑′′

𝑊′

𝑗′=1
𝐻′

𝑖′=1   

(1) 

In Eq. (1) 𝑖′, 𝑗′, and 𝑑′ represent an index of a row, a 

column, and a channel of an image, whereas 

𝑖′′, 𝑗′′, and 𝑑′′  describe the new row, column, and 

channel of the image pixel results. The image 

convolutional result as written in Eq. (1) can be 

written in Eq. (2). 
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𝒴 ∈ ℝ𝐻′′×𝑊′′×𝐷′′
   (2) 

 

The symbols of 𝐻′′, 𝑊′′, and 𝐷′′  represent the 

height, width, and number of kernels of the image 

convolution results, respectively. If we add bias 
(𝑏𝑑′′)  values, then Eq. (1) will change to the 

following Eq. (3). 

 

𝒴𝑖′′ 𝑗′′ 𝑑′′ = 𝑏𝑑′′ +  

∑ ∑ ∑ ℱ𝑖𝑖 𝑗𝑖 𝑑 ×𝐷
𝑑′=1

𝑊′

𝑗′=1
𝐻′

𝑖′=1   

𝒳𝑖′′+𝑖′′−1,𝑗′′+𝑗′−1,𝑑′,𝑑′′ 

(3) 

 

If an image input is added by zero elements (padding) 

on the top (𝑃ℎ
−), bottom (𝑃ℎ

+), left (𝑃𝑤
−), and the right 

(𝑃𝑤
+) , then image output can be expressed as the 

following Eqs. (4) and (5). 

 

𝒴𝑖′′ 𝑗′′ 𝑑′′ = ∑ ∑ ∑ ℱ𝑖𝑖 𝑗𝑖 𝑑  ×𝐷
𝑑′=1

𝑊′

𝑗′=1
𝐻′

𝑖′=1    

 𝒳𝑆ℎ(𝑖′′−1)+𝑖′−𝑃ℎ
−,𝑆𝑤(𝑗′′−1)+𝑗′−𝑃𝑤

−,𝑑′,𝑑′′   (4) 

 

𝒴𝑖′′ 𝑗′′ 𝑑′′ = 𝑏𝑑′′ + ∑ ∑ ∑ ℱ𝑖𝑖 𝑗𝑖 𝑑 ×𝐷
𝑑′=1

𝑊′

𝑗′=1
𝐻′

𝑖′=1   

𝒳𝑆ℎ(𝑖′′−1)+𝑖′−𝑃ℎ
−,𝑆𝑤(𝑗′′−1)+𝑗′−𝑃𝑤

−,𝑑′,𝑑′′    (5) 

 

Based on the Eqs. (1), (3), (4), and (5), the 

convolution result has size as the following Eqs. (6) 

and (7). 

𝐻′′ = ⌊
𝐻−𝐻′+𝑃ℎ

−+𝑃ℎ
+

𝑆
⌋ + 1       (6) 

 

𝑊′′ = ⌊
𝑊−𝐻′+𝑃ℎ

−+𝑃ℎ
+

𝑆
⌋ + 1       (7) 

 

𝐻′  and 𝑊′ represent kernel row and column sizes, 

whereas 𝐻′′  and 𝑊′′  describe sizes of output 

convolution using kernel and padding. Furthermore, 

we conduct a batch normalization of the convolution 

results followed by the rectified linear unit (ReLu) 

activation function. We normalize convolutional 

results by using a batch normalization model, where 

we subtract the original pixel by using the mean 𝜇𝑧𝑖 𝑗
 

and divide it by the standard deviation 𝜎𝑧𝑖 𝑗
2  and error 

tolerance 𝜀. Furthermore, the layer shifts the image 

input by adding the offset 𝛽   and scale factor 𝛾  as 

shown in Eq. (8). 

 

𝑧𝑖 𝑗
′′ =

𝑧𝑖 𝑗−𝜇𝑧𝑖 𝑗

√𝜎𝑧𝑖 𝑗
2 +𝜀

× 𝛾 𝑖 𝑗 + 𝛽𝑖 𝑗            (8) 

 

The results of Eq. (8) will be changed the values 

using a Rectified Linear Unit (ReLU), as shown in Eq. 

(9). 

 

𝑓(𝑥) = {
0, 𝑥 < 0
𝑥, 𝑥 ≥ 0

   (9) 

 

Moreover, the Eq. (9) results will be further 

processed using the pooling model. Pooling has a 

crucial role in reducing the dimension. There are two 

pooling models: maximum pooling is known as max 

pooling, and average pooling Eqs. (10) and (11). We 

apply all pooling models on the different layer. 

 

𝑌′′ 𝑗′′𝑑 = 𝑚𝑎𝑥
1≤𝑖′≤𝐻′′′,1≤𝑗′≤𝑊′′′ 

𝑥𝑖′′+𝑖′−1, 𝑗′′ + 𝑗′ − 1, 𝑑 

(10) 

And 

 

𝑌′′ 𝑗′′𝑑 =
1

𝑊′′′×𝐻′′′ ×  

∑

1≤𝑖′≤𝐻′′′,1≤𝑗′≤𝑊′′′ 
𝑥𝑖′′+𝑖′−1, 𝑗′′ + 𝑗′ − 1, 𝑑  (11) 

 

Calculating the output when an image passes through 

a pooling (max) layer 

 

𝑃𝑤 = (
(𝑊′′−𝑊′′′)

𝑆
) + 1   (12) 

 

𝑃ℎ = (
(𝐻′′−𝐻′′′)

𝑆
) + 1   (13) 

 

Based on the Eqs. (12) and (13), we can write quickly 

that the pooling result has (𝑃𝑤 , 𝑃ℎ , 𝐷 ) size. 

In the second convolution, we apply 2𝐷′′  kernels, 

where the kernel has the same size as the first 

convolution, which is 𝐾𝑤 . We have added some 

kernels twice as many as the first kernel on the first 

convolution. We have kept the second convolution 

results the same as the first pooling size. The second 

convolution of our proposed method can be seen in 

Fig. 5. We also conducted a normalization process 

from the convolution results followed by value 

transformation using the ReLU activation function. 

The last operation on the second convolution is 

pooling, where we occupy maximum pooling to 

reduce the result sizes, as shown in Fig. 5. 

The third convolution has a similar structure to 

the second, only differs in the number of kernels. We 

have multiplied three times to the first convolution, 

whereas the second one is multiplied twice from the 

first one, as shown in Fig. 6. Additionally, the 

following process after convolution is the same as the 

first and second.  

The last three convolutions also have a similar 

structure to the first. The difference is the fourth, fifth, 

and sixth convolutions employ four, five, and six 

times from the first number of kernels, whereas the 

other processes, such as batch normalization, ReLU,  
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Figure. 5 Our proposed method: the second convolutional, batch normalization, ReLu, and max pooling 

 

 
Figure. 6 Our proposed method: the third convolutional, batch normalization, ReLu, and max pooling 

 

 
Figure. 7 Our proposed method: the fourth convolutional, batch normalization, ReLu, and max pooling 

 

 
Figure. 8 Our proposed method: the fifth convolutional, batch normalization, ReLu, and max pooling 

 

 
Figure. 9 Our proposed method: the sixth convolutional, batch normalization, ReLu, and max pooling 

 

and max pooling, are the same as the first one, as seen 

in Figs. 7, 8, and 9. 

The last process of the feature extraction layer 

will be forwarded to the classification layer, which is 

fully connected, the activation function, and 
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classification layers. There are two choices in the 

activation function on the classification layer: 

Sigmoid and SoftMax. In this paper, we employ the 

SoftMax activation function as follows. 

 

𝜎(𝑧)𝑖 =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝑘

𝑗=1

   (14) 

2.1 Confusion matrix 

A confusion matrix is one of the methods to 

measure performance. There are four crucial things 

on the confusion matrix, i.e., true positive, true 

negative, false positive, and false negative. True 

positive states that the prediction is positive, and our 

prophecy is the same as the target (TP). True negative 

describes that the projection and target are negative 

(TN). If we predict positive, whereas a target is 

negative, it is false positive (FP). The last, false 

negative can appear when we expect a negative, but 

the reality is positive (FN). Based on four definitions, 

we can calculate Accuracy, Precision, and Recall as 

follows   

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (15) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                  (16) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                (17) 

 

Accuracy compares the number of correct prediction 

results to the target data validation, whereas the 

comparison between the number of relevant images 

retrieved and the images present is called Recall. In 

contrast, Precision compares the number of relevant 

images retrieved to the total number of images 

retrieved by searching. 

3. Experimental and discussion 

We employ the acute lymphoblastic Leukemia 

image database (ALL-IDB2), where the datasets 

consist of two classes: the healthy class has 130 

images, and the positive Leukemia class has 130 

images. The original image has a size of 257 rows and 

columns, as shown in Fig. 9. In this experiment, we 

do not conduct an image segmentation, meaning we 

processed the original image directly as the input of 

our proposed architecture. We split the datasets into 

two parts, firstly: 100 images for each class and the 

rest as the image testing sets. We use a single GPU, 

16 GB RAM, and Core i7 processor to process our 

proposed architecture. 

 

Table 2. Our experimental scenarios 

No Kernel 

Size 

Number of Kernels Number of  

Experiments 

1 3 x 3 5, 10, 15, 20, 25, 30 10 

2 5 x 5 5, 10, 15, 20, 25, 30 10 

3 7 x 7 5, 10, 15, 20, 25, 30 10 

4 9 x 9 5, 10, 15, 20, 25, 30 10 

5 11 x 11 5, 10, 15, 20, 25, 30 10 

 

We apply five different kernel sizes for each 

scenario, as seen in Table 2. Firstly, we implement 

3x3 kernel sizes, where six convolutions with a 

varying number of kernels: 5, 10, 15, 20, 25, and 30. 

Our proposed architecture of CNN is like a pyramid 

model for both kernel size and the number of kernels. 

Secondly, we have tried to increase the kernel size, 

which is 5x5. We also increase the kernel sizes, i.e., 

the fourth, the fifth, and the sixth scenarios, as seen 

in Table 2. Based on Table 2, we have conducted fifty 

experiments, i.e., ten experiments for the first, second, 

third, fourth, and fifth scenarios.  

In the first experiment, as seen in Table 2, we 

employ a 3x3 kernel size to extract the feature with 

stride [1 1], where the feature map resulting has the 

same size as the previous image input. Furthermore, 

we normalize the feature map before the pooling 

process. We apply 2x2 max-pooling without padding 

and [2 2] stride to reduce the feature map. The results 

show that the proposed architecture has produced at 

least 96.67% accuracy and 100% accuracy. The 

average accuracy of our proposed architecture is 

97.67%. However, our proposed method performs 

well with a 0.014 standard deviation. Our proposed 

architecture has slightly different accuracies in the 

testing data sets. If our testing results have produced 

a smaller standard deviation, then our proposed 

architecture has conducted a better performance. 

Similarly, the Precision and Recall of our proposed 

architecture also show a good performance, as shown 

in Tables 4 and 5, where the average, minimum, and 

maximum Precision and Recall are the same as 

Accuracy. In contrast, the differences are in the 

standard deviation, i.e., 0.0161.  

We have also conducted the same experiment (the 

second until the last) as the first experiment. The 

difference is kernel size to obtain the feature of the 

image. The Accuracy, Precision, and Recall can be 

shown in Tables 3, 4, and 5, respectively. Based on 

the Tables, we can explain that the maximum 

(96.67%) and maximum (100%) have the same value, 

where the differences are the average and standard 

deviation of the Accuracy, Precision, and Recall. 

However, the average Precision and Recall are 

greater than 97%, as shown in Tables 3, 4, and 5,  
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Table 3. The Accuracy of our Experimental Results 

Exp 
Kernel Sizes 

3 x 3 5 x 5 7 x 7 9 x 9 11 x 11 

1st  96.67 98.33 98.33 98.33 98.33 

2nd  98.33 96.67 98.33 98.33 98.33 

3rd  96.67 98.33 98.33 100.00 100.00 

4th  96.67 98.33 100.00 98.33 98.33 

5th  100.00 100.00 98.33 98.33 100.00 

6th  96.67 100.00 96.67 98.33 100.00 

7th  98.33 96.67 100.00 96.67 98.33 

8th  96.67 98.33 98.33 100.00 98.33 

9th  96.67 98.33 98.33 98.33 100.00 

10th  100.00 96.67 98.33 100.00 100.00 

Avg 97.67 98.17 98.50 98.67 99.17 

Min 96.67 96.67 98.33 96.67 98.33 

Max 100.00 100.00 100.00 100.00 100.00 

Std 0.0140 0.0123 0.0095 0.0105 0.0088 

 
Table 4. The Precision of our Experimental Results 

Exp 
Kernel Sizes 

3 x 3 5 x 5 7 x 7 9 x 9 11 x 11 

1st  96.67 98.33 98.33 98.33 98.33 

2nd  96.67 96.67 98.33 98.33 98.33 

3rd  96.67 98.33 98.33 100.00 100.00 

4th  96.67 100.00 100.00 98.33 98.33 

5th  100.00 100.00 98.33 98.33 100.00 

6th  96.67 100.00 96.67 98.33 100.00 

7th  100.00 96.67 100.00 96.67 98.33 

8th  96.67 98.33 98.33 100.00 100.00 

9th  96.67 98.33 98.33 98.33 100.00 

10th  100.00 96.67 96.67 100.00 100.00 

Avg 97.67 98.33 98.33 98.67 99.33 

Min 96.67 96.67 96.67 96.67 98.33 

Max 100.00 100.00 100.00 100.00 100.00 

Std 0.0161 0.0136 0.0111 0.0105 0.0086 

      

 

whereas the standard deviations are about 0.01. It 

shows that our proposed method has produced 

consistency in Accuracy, Precision, and Recall, even 

though we have changed the kernel size. However, 

the kernel size has influenced the accuracy results. 

We found 100% accuracy in the fifth scenario five 

times out of ten experiments, i.e., the third, fifth, sixth, 

ninth, and tenth. 

In contrast, we obtained 100% accuracy in the  

 

Table 5. Recall of our Experimental Results 

Exp 
Kernel Sizes 

3 x 3 5 x 5 7 x 7 9 x 9 11 x 11 

1st  96.67 98.33 98.33 98.33 98.33 

2nd  100.00 96.67 98.33 98.33 98.33 

3rd  96.67 98.33 98.33 100.00 100.00 

4th  96.67 96.67 100.00 98.33 98.33 

5th  100.00 100.00 98.33 98.33 100.00 

6th  96.67 100.00 96.67 98.33 100.00 

7th  96.67 96.67 100.00 96.67 98.33 

8th  96.67 98.33 98.33 100.00 96.67 

9th  96.67 98.33 98.33 98.33 100.00 

10th  100.00 96.67 100.00 100.00 100.00 

Avg 97.67 98.00 98.67 98.67 99.00 

Min 96.67 96.67 96.67 96.67 96.67 

Max 100.00 100.00 100.00 100.00 100.00 

Std 0.0161 0.0131 0.0105 0.0105 0.0117 

 

fourth scenario, i.e., the third, eighth, and last 

experiments. In the other scenario, we produced 

100% accuracy twice, i.e., on the first, second, the 

third scenario. Based on the experimental results, we 

can conclude that the greater the kernel sizes used, 

the higher Accuracy, Precision, and Recall produced. 

We have calculated trainable parameters for each 

scenario, as shown in Fig. 6. The first scenario has 

updated 16.847 trainable parameters, whereas it 

consists of 15.885 trainable parameters and 962 

feature extraction and classification layers. 

Additionally, in the second scenario, the number of 

trainable parameters has increased to 44.125. It 

shows that the different number of parameters is 

44.125-16.847=27.278 trainable parameters. A 

similar condition also occurred in the third, fourth, 

and last scenarios, where we have updated 87.447, 

143.927, and 214.527 trainable parameters, 

respectively. The greater the kernel size employed for 

the convolution process, the greater the trainable 

parameters must be updated. However, the average 

Accuracy also increased according to the increase in 

kernel size, i.e., 97.67%, 98.17%, 98.50%, 98.67%, 

and 99.17% for the first, second, third, fourth, and 

fifth scenarios, respectively. Similarly, it also 

occurred in Precision and Recall, as shown in Tables 

4 and 5. We have investigated our experimental 

results; each scenario has produced the standard 

deviation for Accuracy, i.e., 0.0140, 0.0123, 0.0095, 

0.0105, and 0.0088 for the first until the fifth scenario. 

In contrast, Precision has produced the standard 

deviation, i.e., 0.0161, 0.0136, 0.0111, 0.0105, and 

0.0086. Similarly, the Recall has obtained 0.0161,  
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(a)                                                                                                  (b) 

 
(c)                                                                                                  (d) 

Figure. 10 Correlation accuracy, Kernel size, processing time, standard deviation, and trainable parameters: (a) 

Correlation accuracy and Kernel size, (b) Correlation accuracy and processing time, (c) Correlation trainable parameters 

and Kernel sizes, and (d) Correlation standard deviation and Kernel size 

 

0.0131, 0.0105, 0.0105, and 0.0117. The smaller the 

Accuracy, Precision, and Recall indicate that the 

results obtained are close to consistency, where the 

difference in the results is minimal, as seen in the last 

three Tables 3, 4, and 5. 

We have also investigated  a correlation between 

Kernel size, processing time,  number of trainable 

parameters, and  standard deviation, as described in 

Fig. 10. 

Fig. 10 demonstrates our experimental results 

using different Kernel sizes. We have carried out ten 

experiments for each kernel size, and then our 

proposed method has recorded the accuracy, standard 

deviation, processing time, and average accuracy. In 

this case, we have initialized some parameters, such 

as Epoch=15; batch size=10; toral Exp=20; learning 

rate=0.01; val freq=150; and number of training files 

= 100. Firstly, we have investigated the use of kernel 

size and average accuracy, as seen in Fig. 10 (a). The 

results show that using kernel size can impact the 

accuracy results. The more significant values of the 

kernel size, the higher average accuracy has been 

produced by our proposed model. We can 

demonstrate that the use of 11x11 kernel matrix size 

has delivered the highest average accuracy (99.17%) 

than the others, such as 9x9, 7x7, 5x5, and 3x3 kernel 

sizes. However, the bigger kernel sizes required a 

longer processing time, as described in Fig. 10 (b). 

We know that the updated number of trainable 

parameters influences processing time, and the 

smaller kernel size is employed, the smaller number 

of trainable parameters are updated. 

On the contrary, the bigger the kernel size, the 

more trainable parameters are processed, as seen in 

Fig. 10 (c). We can also see that obtaining the highest 

average accuracy requires a longer time than the 

others. We have also demonstrated that using the 

biggest kernel size has delivered the smallest 

standard deviation, i.e., 0.0088, as described in Fig. 

10 (d).   

4. Comparing to other methods 

We have recorded the time required for the 

training process and the number of trainable 

parameters for each scenario, as seen in Table 6. In 

the first scenario, we employ a 3x3 kernel size. There 

are 16.847 trainable parameters on the feature 

extraction and classification layers that must be 

updated, where the time required is one minute and 

twenty-three seconds. The number of trainable is not 

dependent on the image size. However, it is 

influenced by the number of kernels and size. In the 

second scenario, we increase kernel size to 5x5. The 

kernel size increase has also affected linearly the 

number of trainable parameters and the time required.  
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Table 6. Impact of trainable parameters on accuracy 

 

Table 7. Comparing our proposed method to the others 

Method 

Accuracy 

(%) 

Shape Features [3] 95.38 

Multi distance of GLCM [4] 96.97 

CNN and SVM [7] 99.00 

Pretrained deep convolutional neural 

networks [11] 99.50 

AlexNet [13] 96.06 

Ensemble Network [18] 90.30 

Convolutional and Recurrent Neural 

Network [19] 86.60 

Hypercomplex-Valued Convolutional 

Neural Networks [21] 96.60 

Average Accuracy of Our Proposed 

Method 99.17 

Maximum Accuracy of Our Proposed 

Method 100 

 

Based on Table 6, we demonstrated that the number 

of trainable parameters is 45.087 and the time 

required is two minutes and fifty-five seconds, which 

means that trainable parameters and the time 

necessary have increased by two times more than 

before. 

Similarly also occurred in the third, fourth, and 

fifth scenarios, where the increase of the kernel size 

also affected the trainable parameters and time 

required. Based on Table 6, we can conclude that the 

bigger the kernel sizes, the more trainable parameters 

and the longer time required. The maximum time 

needed for training our proposed method is only five 

minutes and two seconds, whereas our proposed 

architecture only updated 214.527 trainable 

parameters, as seen in Table 6. However, our 

proposed method has taken less time than AlexNet 

[11], where AlexNet needs around thirty-five to train 

the image data sets. The AlexNet architecture 

updated 4.097.000 trainable parameters. Based on the 

above, our proposed method needs less time than 

AlexNet.  

We also compared our Accuracy to the others. The 

lowest average Accuracy of our proposed method is 

97.67%, whereas the best average Accuracy is 

99.17%. In this section, we also compare the others, 

i.e., as seen in Table 7. Several methods have been 

implemented by other researchers, such as shape 

features [3], Multi distance of GLCM [4], CNN and 

SVM [7], Pretrained deep convolutional neural 

networks [11], AlexNet [13], ensemble network [18], 

convolutional and recurrent neural network [19], and 

hypercomplex-valued convolutional neural networks 

[21]. 

The results show that our proposed method 

produced better than the others, except for pre-trained 

deep convolutional neural networks. However, the 

maximum accuracy of our proposed method is better 

than pre-trained deep convolutional neural networks 

[11]. 

Our proposed architecture is better than the others 

because our proposed method has employed a smaller 

stride size than the kernel matrix size so that lossless 

information of the object at the image. We have 

investigated our proposed architecture related to the 

stride size when the convolution process. We have 

defined the stride [1 1] for all convolution processes, 

while the kernel sizes are increased from 3x3, 5x5, 

7x7, 9x9, and 11x11. If the stride size is smaller than 

the kernel size, then the main features of the object 

can be captured almost perfectly. Therefore, our 

proposed method can capture wholly of the object. 

The impact of the small-size stride can increase the 

processing time required. Somehow, we can reduce 

the time complexity by decreasing the number of 

kernels when the convolution processes. Empirically, 

we can show that the experimental results have 

produced better accuracy when we apply the bigger 

kernel size, as seen in Tabel  3, 4, and 5. The 

accuracies are 97.67%, 98.17%, 98.50%, 98.67%, 

and 99.17% for the 3x3, 5x5, 7x7, 9x9, and 11x11 

respectively.  We can see that the classification 

accuracy increases linearly as the increasing of kernel 

size. It can be indicated that using the bigger kernel 

size can perfectly capture an object. 

5. Conclusion 

Our proposed method produced the minimum 

average accuracy of 97.67% when we employed a 

3x3 kernel size, while the maximum average 

accuracy was 99.17% when we used an 11x11 kernel 

size. However, we have produced fife time of 100% 

accuracy for each kernel size. The experimental 

results have also demonstrated a correlation between 

kernel size and accuracy, where the more significant 

the kernel size used, the better accuracy obtained. The 

comparing results also show that our proposed 

method outperformed AlexNet, ResNet, VGG16, 

Scenario 
Kernel 

Size 

Trainable 

Parameters 

Time  Accuracy 

Avg Max 

1st  3x3 16.847 00:01:23 97.67 100 

2nd  5x5 45.087 00:02:55 98.17 100 

3rd  7x7 87.447 00:03:23 98.50 100 

4th  9x9 143.927 00:03:58 98.67 100 

5th  11x11 214.527 00:05:02 99.17 100 
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Ensemble Network, Convolutional and Recurrent, 

ResNet18, Shape Features, Multi distance of GLCM, 

Hausdrof SVM-based Leukemia Detection, and 

Hypercomplex-Valued Convolutional Neural 

Networks. 
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