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Abstract 
Parkinson’s Disease is a degenerative neurological disorder with unknown origins, 
making it impossible to be cured or even diagnosed. The following article presents a 
Three-Layered Perceptron Neural Network model that is trained using a variety of 
evolutionary as well as quantum-inspired evolutionary algorithms for the classification 
of Parkinson's Disease. Optimization algorithms such as Particle Swarm Optimization, 
Artificial Bee Colony Algorithm and Bat Algorithm are studied along with their 
quantum-inspired counter-parts in order to identify the best suited algorithm for Neural 
Network Weight Distribution. The results show that the quantum-inspired evolutionary 
algorithms perform better under the given circumstances, with qABC offering the 
highest accuracy of about 92.3%. The presented model can be used not only for disease 
diagnosis but is also likely to find its applications in various other fields as well. 
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1. Introduction  
Quantum Computers were first designed to provide scientists with a machine to 
compute results of various physical experiments [5] as they closely simulated the 
workings of the world we live in. A Quantum Computer replaces a traditional bit with 
a quantum-bit (qbit), which does not store either 0 or 1 but an overlapping state of the 
two. This property of the qbit increases the computational capabilities of a quantum 
computer exponentially. Where n bits could store n units of information, n qbit can 
store upto 2n units of information [6]. Quantum Computers are the future of 
technology and a number of tech-giants are constantly working to make sure this 
future arrives here in no time but until then, quantum-inspired computing is used to 
achieve the benefits of a quantum computing device using a regular computer. 
Quantum-inspired Computing algorithms may use more time for computation as 
compared to regular algorithms but have proven to be powerful in every fields that 
they have been applied to [2] [7] [8]. 

Evolutionary Algorithms are a set of generic population-based metaheuristic 
optimization algorithms that draw their inspiration from biological processes like 
evolution, natural selection, genetic mutation, movements of bird flocks and fish 
schools etc [4].  Evolutionary Algorithms can find their application in a variety of 
fields and have been used constantly for feature selection in classification models. The 
proposed model offers a different approach in which Evolutionary Algorithms are 
used for neural network weight distribution along with their quantum-inspired counter 
parts in order to draw comparisons between their performances and to identify the 
best solution to the problem at hand. The said model is used for the classification 
(diagnosis) of Parkinson’s Disease in its early stages and works with 180 data-points. 

Degenerative Diseases are a result of continuous degeneration of the cells of the 
body that affect the tissues, organs and at times the entire organ systems of the patient, 
which increasingly deteriorates with time. Parkinson’s Disease is a degenerative 
neurological disorder that targets the neurons of the person making it difficult for them 
to share or transfer even the most basic of information [1]. The early symptoms of the 
disease include shaking of hands, visible speech impairments and difficulty in walking 
[2], with speech impairments being the first one to appear. Acoustic tools for speech 
analysis measure voice functions objectively. Disordered sustained vowels exhibit 
wide-ranging phenomena, from nearly periodic to highly complex, aperiodic 
vibrations, and increased "breathiness”. The speech of a patient suffering from voice 
disorders exhibits complex nonlinear aperiodicity, and turbulent, aeroacoustic, non-
Gaussian randomness and hence, can only be detected using recurrence and fractal 
scaling. These techniques are used for accurate measurement of non-linear and non-
Gaussian behaviors, the two main biophysical symptoms of disorder and collectively 
produces a “hoarseness” diagram to depict the disorderliness in the voices of the 
diseased.  

The proposed model is trained on the voice disorder data-set collected by Little 
M.A., McSharry P.E., Roberts S.J., Costello D.A.E. and Moroz I.M. (2013) [3] which 
has undergone non-linear Recurrence and Fractal Scaling, and consists of 22 features. 
A subset of these features is fed to the neural network which then returns the 
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probability of the presence of the disease. This probability is then used to classify if 
the person is suffering from the said disease or not.  

The proposed model can be used for classification in general and is equipped for 
solving any given problem with great accuracy.  

The highlights of the paper are: 
● Use of a multi-layered Perceptron Neural Network for the classification of 

Parkinson’s Disease. 
● Use of various evolutionary algorithms such as Particle Swarm Optimization, 

Artificial Bee Colony Optimization, and Bat Algorithm for Neural Network 
Weight Distribution. 

● Use of Quantum Optimization algorithm for derivation of the quantum 
counterparts of the said algorithms. 

● The model is trained using the above mentioned six algorithms and the results 
compared in order to identify the best possible solution. 

● Quantum-inspired Artificial Bee Colony Algorithm is the most efficient and 
accurate among the given algorithms with an accuracy of about 92.3%. 
The following section 2 introduces the background of the paper and discusses 
the various techniques that were combined to formulate the presented 
solution; Section 3 introduces the quantum counterparts of the algorithms 
discussed in the preceeding section; Section 4 discusses the observed results, 
which is then followed by the conclusions and future perspectives for the 
derived model. 

2. Background 

2.1. Artificial Neural Network 

An artificial Neural Network is the building block of deep-learning models. It is a 
simple logical architecture that is designed to mimic the workings of a brain i.e. it 
collects information by observing the surroundings, processes that information over 
time, draws conclusions about its observations, and stores them for future use [9]. The 
computational unit of an artificial neural network is an artificial neuron which is 
modeled after a biological neuron. 

Figure 1. Biological Neuron vs Artificial Neuron 

Just like a biological neuron, an artificial neuron receives inputs from various 
sources, and uses them to modify them using their computational constants (weights). 
These modified values are then combined and passed through an activation function 
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which returns its output. Hence,  neuron can be defined using 3 parameters: number 
of inputs, weight matrix and its activation function [10]. The number of inputs and the 
activation function remain unchanged throughout the lifetime of the neuron but its 
weight matrix is re-distributed during its testing phase, based on the conclusions 
drawn by it. 

A neural network is defined using its architecture and the neuron which is used as 
its base unit. The proposed model uses a multi-layered perceptron neural network 
model with three layers, where the output for the preceding layer is fed as the inputs 
to the next layer of neurons.

Figure 2. A Multi-layer Perceptron model with three layers

The input to the first layer is the selected subset of features, which are then fed 
into the second layer which consists of 5 neurons and returns one output. The final 
output gives the probability of the presence of the disease. The activation function of 
the proposed network is a sigmoid function that return a value between if the 
input lies between and returns a value between if the input lies 
between , which can be defined as

(1)

2.2. Logistic Regression and Classification

Logistic Regression is a predictive analysis that returns a binary independent variable 
as an output to the given set of inputs [13]. The proposed model uses logistic 
regression to predict the presence of Parkinson’s disease, such that he output 0 
signifies the absence and output 1 signifies the presence of Parkinson’s Disease. 
Logistic regression is implemented with the use of a neural network using sigmoid 
function as its activation function. 
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If the output of the neural network is less than 0.5, the value of the binary variable 
is predicted to be 0. Similarly, if the output value is greater than or equal to 0.5, the 
value of the binary variable is predicted to be 1. The error in the predictions can be 
estimated by the following cost function [14]

(2)

Here, n is the number of data points, y(i) is the expected value of the binary variable 
and h(i) is the output of the neural network. The aim of the weiht distributing algorithm 
is to minimize the cost function, , in order to insure greater accuracy of the 
proposed model.

2.3. Particle Swarm optimization (PSO)

Particle Swarm Optimization is a nature-inspired optimization algorithm that mimics 
the behavior of a swarm (or flock) of birds and a fish school [15]. The movement of 
the birds in a bird flock is governed by two principles, its own personal experiences 
and the collective experiences of the flock it is a member of. The same principles 
guide the iterations and variations in positions of the birds in the given flock. Unlike 
any other Evolutionary Algorithm, PSO is not based on selection and hence the entire 
population survives from the beginning to the end of the training period [16].

The particle is assumed to be present in an n-dimensional vector space where n is 
the degree of the solution. The position of each particle represents a solution and 
undergoes variations throughout the course of its iteration in search of the optimum 
solution [15]. The following equations govern this variation

(3)

(4)

Here, Vi is the velocity of the ith particle, ω is the weight of inertia and ranges 
from [0, 1], c0 and c1 are constants, and rand() generates a random number between 
(0, 1). Pi is the position of the particle (or the solution in the vector space). p(i)

best is a 
variable that stores the personal best position of the particle and gbest stores the global 
best solution for the entire flock. 

The entire algorithm is run itr number of times and the solution with the minimum 
value of the cost function is stored as p(i)

best or gbest for the system. The global best 
solution at the end of itr iterations is selected as the final solution for the given 
problem.

Particle Swarm Optimization Algorithm

1. Initialize the bird population Pi and Vi

2. Set the values for the constants ω, c0, c1

3. Initialize the values p(i)
best and gbest
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4. while t < itr  
a. For each particle i, calculate the value of the cost function. 
b. If ( cost(Pi) < p(i)

best )  
p(i)

best = Pi 
end if 

c. Find the particle with the minimum cost. 
d. If ( cost(Pi) (min) < gbest )  

gbest = Pi (min) 
end if 

e. Modify the positions of the particles using equation (3) and (4) 
end while 

5. Use the final results 
 

 

 
Figure 3. Particle Swarm Optimization 

2.4. Artificial Bee Colony (ABC) 

Artificial Bee Colony algorithm is based on the foraging behavior of the honey bee 
swarm. Everyday, the honeybee leaves their hive to go foraging i.e. they go in search 
of food and collect nectar from the food source based on the quality, amount of nectar 
available and the distance from the hive [17]. The bee stores the nectar in its stomach 
and travels back home. It transfers the nectar to the hive and tells the other bees about 
its conquest in the form of a dance. This dance is a direct representation of the amount 
of nectar consumed which in turn is a function of its quality and distance of the from 
the hive [17]. Other bees evaluate the dances of the dancing bees and then determines 
the best food source. 

The bee population is divided into three groups namely; employed bees, onlooker 
bees, and scout bees. 

2.4.1. Employed Bees 

An employed bee is assigned to a particular food source and is tasked with the 
collection from that particular food source and its nearest neighbors. Once the food 
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source assigned to the employed bees is drained, the employed bee becomes a scout 
bee and the food source is abandoned [18].

Each employed bee generates the candidate solution about its source using the 
following equation.

(5)

Here, Xi is the position of the food source for the ith employed bee, Xj is the 
food source of a randomly selected employed bee such that , and is random 
number between (0, 1).

2.4.2. Onlooker Bees 

When the employed bees return to the hive, the onlooker bees are tasked with 
evaluating their dance performances in order to identify the best source so far based 
on the following equation.

(6)

Where, fiti is the value of the fitness function of the ith food source. 
The onlooker bees then travel to the best source and evaluate the nectar of its 

neighbors [17]. The onlooker bees decides which sources are to be abandoned based 
on the variations in their nectar amounts over the past n cycles.

2.4.3. Scout Bees

The scout bees are tasked with the replacement of abandoned sources with new 
randomly generated food sources [18]. Once the scout bees generate a new food 
source, they are employed and are tasked with nectar collection of the source 
discovered by them.

This process continues for itr number of cycles, and the best source after every 
cycle is recorded. The best source after the itrth cycle is selected as the optimum 
solution for the entire problem.

Artificial Bee Colony Algorithm

1. Initialize the population of solutions xi

2. while c < itr
a. Generate a candidate solution Vi for the employed bee using equation (5)
b. Apply greedy selection process to choose the best solution for each 

employed bee
c. Calculate the probability Pi for each solution i using the equation (6)
d. Select best solutions based of the Pi

e. Generate Vi for the selected Xi and evaluate them
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f. Apply greedy selection process to choose the best solution for each 
onlooker bee

g. Determine the abandoned solutions for the scouts
h. Replace the abandoned solutions with randomly generated solutions
i. Save the best solution so far.
end while

3. Use the final results

Figure 4. Artificial Bee Colony 

2.5. Bat Algorithm

Bat algorithm is based on the capability of the bats to identify prey and other objects 
based on sonar, known as echolocation [26]. Micro bats emit a very loud sound pulse 
and hear it when it bounces back from the surrounding objects in order to recognize 
their surroundings. The signal bandwidth and frequency may vary from specie to 
specie and is at times a function of the hunting strategies of the bats [26]. 

The bats adjust their loudness and pulse rate depending on their distance from the 
prey. The pulses are louder and the pulse rate is lower when the bats are in search of 
prey. The loudness decreases and the pulse rate increases when the bats began homing 
towards the prey. 

We assume that the bats identify the difference between prey and obstacles and 
only change their behavior when they reach near their food [26]. The bats are believed 
to be at a position Xi, flying with a velocity Vi, with a frequency ranging between fmin

and fmax, loudness A0 and the rate of emission r. The position and velocity of a virtual 
bat can be calculated using the following equation

(7)
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(8)

(9) 

Here, is a random number between (0,1). We assume that the loudness varies 
from A0 to Amin as the bat moves towards the prey, and the rate of emission increases 
simultaneously. We assume that A0 = 1 and Amin = 0 and that the maximum value of 
r is r0. The following equation can be used to vary A and r as the bat moves closer to 
its prey

(10)

(11)

Here, and are constants and are both equal to 0.9 for our calculations. ‘t’ is 
the number of iterations. It is evident that 

(12)

The bat algorithm is run for itr iterations. After every iteration, the bats are ranked 
on the basis of their distance from the prey. The bat closest to the prey is selected as 
the best solution for that iteration. After the itrth iteration the best solution is stored as 
the optimum solution for the entire system and is then used for further calculations.

Figure 5. Eco-location of Micro Bats

Bat Algorithm

1. Initialize the population of bats xi and Vi

2. Define the pulse frequency fi for xi

3. Initialize maximum loudness and pulse rates A0 and r0

4. while t < itr
a. Generate a new solution by adjusting frequencies and altering the 

velocities accordingly using equations (7), (8) and (9)
b. if (rand > ri)
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Select a solution from the best solutions
Generate a local solution neighboring the selected best solutions
end if

c. Generate a new random solution 
d. if( rand < Ai && cost(Xi) < cost(Xbest) )

Accept the newly generated solution
Alter Ai and ri using equations (10) and (11)
end if

e. Rank the bats and select the globally best solution
end while

5. Use the final results

3. Proposed Work

3.1. Quantum Optimization

The basic building block of a quantum computer is a quantum-bit, which exists in an 
overlapping state of 0s and 1s. The value of a q-bit is defined as the probability of 
both these states [28]. The following equations represents a quantum bit where is 
the probability of state 1 and is the probability of state 0. 

(13)

(14)

A quantum-inspired algorithm uses a complex number to represent a quantum bit 
where such that the complex number represents the 
quantum bit. The real part of the said complex number denotes the probability of 1 
and the complex part denotes the probability of 0.

The quantum Optimization Algorithm uses the normalized form of all the inputs 
instead of their actual values [28]. This allows the user to store these inputs in the 
form of complex numbers with magnitude one. Each complex number is equipped to 
store two such values and can be used to generate quantum-inspired counterparts of 
already existing algorithms.

Quantum-inspired Particle Swarm Optimization Algorithm

1. Initialize the bird population (position) with randomly generated 
arguments between 0 and 2π

2. Set the values for the constants ω, c0, c1

3. Initialize the values of (velocity), p(i)
best and gbest

4. while t < itr
a. For each particle i, ensure that the particles are in the range (ai, bi) using 

the following equation.

Set the values for the constants ω, c
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b. Use the imaginary and real parts of the solution to generate twoΔ
c. different solutions.
d. Calculate the cost of all the solutions
e. Use greedy approach to choose the best solution for the particle 

considering both real and imaginary solutions.
f. Find the particle with the minimum cost.
g. If ( cost(Pi) (min) < gbest )

gbest = Pi (min)

end if
h. Calculate the velocity and next position using the following equations

i. Interchange the real and imaginary parts of the position by replacing 

with 
end while 

6. Use the final Results

Quantum-inspired Artificial Bee Colony Algorithm

1. Initialize the population of sources (position) with randomly generated 
arguments between 0 and 2π

2. while c < itr
a. For each source i, insure that it lies within the range (ai, bi) using 

equation (15)
b. Generate two candidate solution Vi for the employed bee using equation 

(5), one for both real and imaginary parts of the sources
c. Apply greedy selection process to choose the best solution for each 

employed bee
d. Calculate the probability Pi for each solution i using the equation (6)
e. Select best solutions based of the Pi

f. Generate Vi for the selected Xi and evaluate them
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g. Apply greedy selection process to choose the best solution for each 
onlooker bee

h. Determine the abandoned solutions for the scouts
i. Replace the abandoned solutions with randomly generated solutions
j. Save the best solution so far.
end while

4. Use the final results

Figure 6. Flow of control for qPSO

Quantum-inspired Bat Algorithm

1. Initialize the population of bats Xi (position) with randomly generated 
arguments between 0 and 2π

2. Initialize Vi

3. Define the pulse frequency fi for Xi

4. Initialize maximum loudness and pulse rates A0 and r0

5. while t < itr
a. Generate a new solution by adjusting frequencies and altering the 

velocities accordingly using equations (7), (8) and (9)



357

JIOS, VOL. 44. NO. 2 (2020), PP. 345-363

JOURNAL OF INFORMATION AND ORGANIZATIONAL SCIENCES 

  

b. For each bat i, insure that it lies within the range (ai, bi) using equation 
(15) 

c. Use the real and imaginary parts of the bat’s position to generate a two 
simultaneous solutions 

d. if (rand > ri)  
Select a solution from the best solutions 
Generate a local solution neighboring the selected best solutions 
end if 

e. Generate a new random solution  
f. if( rand < Ai && cost(Xi) < cost(Xbest) )  

Accept the newly generated solution 
Alter Ai and ri using equations (10) and (11) 
end if 

g. Rank the bats and select the globally best solution 
end while 

6. Use the final results 
 

 

 
Figure 7. Flow of control for qABC 
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Figure 8. Flow of control for qBat 

4. Results 
The proposed model was fed a subset of 16 features from the given set of 23 features 
which were carefully selected after feature selection. These proposed model was then 
trained using PSO, ABC, Bat Algorithm, qPSO, qABC, and qBat. All of these 
algorithms were run 10,000 times with a population size of 1000. It was observed that 
qPSO was the fastest among the given algorithms whereas, qABC was the slowest. It 
was also observed that qABC provided the highest accuracy of about 92.3% whereas, 
PSO was the least accurate algorithm with an accuracy of about 86.48%.  These results 
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were observed with a data set of only 195 data points which is not enough for accurate 
training. Hence, the efficiency of these results can be increased substantially with the 
use of a larger data set. 

The following figures display the variations of the cost function of these 
algorithms with respect to the number of iterations and also draws comparisons 
between their performances in terms of time used per iteration and the accuracy of the 
final predictions. 

Figure 9. Variations of the cost function of the PSO and qPSO based Neural Network 
Classification models 

Figure 10. Variations of the cost function of the ABC and qABC based Neural Network 
Classification models 

Figure 11. Variations of the cost function of the Bat and qBat based Neural Network 
Classification models 



360

JIOS, VOL. 44. NO. 2 (2020), PP. 345-363

SAHNI AND AGGARWAL QUANTUM-INSPIRED EVOLUTIONARY... 

  

 

 
Figure 12. Time utilized per unit iteration 

 
Figure 13. Accuracy of the Model 

5. Conclusion 
Optimization based evolutionary algorithms such as PSO, ABC and Bat Algorithms 
are simple yet effective algorithms. These algorithms can be used for any kind of 
optimization problem including feature selection, classification and even neural 
network weight distribution. It was observed that among the three algorithms, ABC 
showed best results for neural network weight distribution. It was also observed that 
quantum optimization increases the accuracy of these models to some extent and 
offers a more accurate as well as space-time efficient result. The paper concludes that 
qABC (quantum-inspired Artificial Bee Colony)  is the most powerful of the applied 
algorithms for neural network weight distribution and can be used not only in disease 
diagnosis or neural network based classification models but can find its applications 
in various other neural network based training models. 
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