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Abstract: Device-to-Device (D2D) communication can be better option for some applications like military and natural 

disaster places where we need temporary communication network. Selection of relay nodes and routing schemes are 

key issues in large scale Device-to-Device (D2D) cooperative networks which affects the performance of the network. 

The performance may be degraded because of wrong selection of relay nodes. In this paper, we proposed a hybrid 

cluster based D2D cooperative routing scheme by combining the geographic routing and clustering routing. The main 

idea of our algorithm is to establish communication between similar mobility devices to reduce the mobility effect 

since the link between the devices moving with the same (approximately) mobility is reliable. All the equal mobility 

devices are grouped to form a cluster; one of the devices in this is selected as a cluster head. We selected Cluster Head 

(CH) based on geographic routing and threshold based cooperative communication is provided within the cluster to 

improve the network performance. We evaluated efficacy of our proposed scheme over conventional routing 

approaches discussed in the literature. From the results it was observed that the proposed routing scheme improves 

End-to-End transmission delay by 39%, Energy consumption by 35% (approximately) and Bit Error Rate performance. 

Keywords: Large scale cooperative network, Routing, D2D communication, Clustering, Geographic routing. 

 

 

1. Introduction 

Cooperative communication is an efficient 

technique to mitigate the fading by providing the 

diversity using multiple single antenna transmitters 

and receivers. Further this technique is extended to 

High Frequency (HF) radio and large scale Mobile 

Ad hoc Networks (MANETs) to improve the network 

performance. Cooperative routing algorithms are 

cross layer approaches, formulated by combining the 

cooperative communication and routing at physical 

layer and network layer respectively [1, 2]. Recently, 

cooperative communication is implemented in D2D 

communication, where one or more D2D nodes 

cooperates the source to improve the network 

performance via spatial diversity [3]. D2D 

communication has been included in 3GPP Release 

12 as a key technology for 5G network to handle 

network capacity and/or coverage problems. In D2D 

communication, two nodes can communicate in ad 

hoc manner which results in reduced energy 

consumption and delay. Further single hop D2D 

communication (limited to specific geographic area) 

is extended to large scale networks (multi hop) to 

improve the network coverage area, quality of service 

(QoS), spectrum efficiency and high data rates [4]. 

Large scale D2D communication can be a better 

choice than the conventional cellular system in some 

applications like military and emergency search and 

rescue (natural disaster); where there is a need of 

establishing temporary communication network. In 

large-scale D2D communication networks, every 

intermediate nodes cooperates the source node by 

forwarding the information towards the destination. 

Hence, selection of relay nodes and routing are 

critical issues in large scale D2D communication [5, 

6].  
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(b) 

Figure 1: Large scale cooperative D2D network: (a) 

Hybrid cluster based D2D cooperative routing and (b) 

Intra-cluster D2D cooperative routing 
 

In recent years, several routing algorithms have 

been proposed based on variety of parameters like: 

position of nodes, protocol operation, network 

structure, initiation of communication and path 

establishment or next hop selection [7-9]. The key 

challenges to be addressed while proposing routing 

algorithm are: network lifetime, energy consumption 

and forwarding efficiency. Clustering routing 

techniques addresses these challenges [10-12]. The 

Low Energy Adaptive Clustering Hierarchy 

(LEACH) is one of the most popular clustering 

routing schemes. In recent years, many enhanced 

LEACH routing schemes have been proposed by 

focusing on modified cluster-heads (CHs) selection, 

network topology and network expansion [13, 14]. 

But the main drawback in clustering routing is high 

end-to-end transmission delay. 

Geographic routing (GR) is the one which attracts 

the researchers to use in network routing design 

because of its low complexity. GR scheme requires 

only the node positions to determine or select the 

relay nodes. The advantages of GR scheme are: (i) no 

need of channel information, (ii) scalability and (iii) 

low overhead information [15, 16]. Authors in [15] 

have proposed an Energy Efficient Cooperative 

Geographic Routing (ECGR), where in some set of 

nodes are determined at the network layer to form a 

cluster. Now, all the nodes in the cluster forward the 

information towards next cluster. But this routing 

scheme is effective in high density networks only. To 

minimize the energy consumption, a cooperative 

routing algorithm based on Quality of Service was 

presented in [17]. However, authors were not 

presented the affect mobility. 

In [18], authors have been presented the 

performance analysis of non-regenerative wireless 

cooperative network over Rayleigh and Weibull 

fading channels with max-min best relay selection 

technique. The moment generating function (MGF) 

of signal-to-noise ratio (SNR) at the destination node 

was derived using the Weibull fading parameter. By 

using MGF, the lower bound value of symbol error 

rate and outage probability was determined. 

Analytical and simulation results concerning outage 

probability and symbol error rates are given under a 

varying number of relay nodes with a max-min relay 

selection technique to verify the accuracy of the 

derivation. However, in this relay selection 

technique; relay node is selected based on the link 

SNR which leads to high end-to-end transmission 

delay.  

The authors in [19] develop an asymptotically 

optimal solution framework by transforming the 

original problem to an equivalent finite-horizon 

Markov decision process (MDP) with a fixed stage 

number. A novel approximation approach was 

proposed to address the curse of dimensionality, 

where the analytical expressions of approximate 

value functions are provided. Analytical bounds on 

the exact value function and approximation error are 

also derived. The approximate value functions 

depend on some system statistics, e.g., requesting 

users' distribution. One reinforcement learning 

algorithm was proposed for the scenario where these 

statistics are unknown. Furthermore, Energy 

consumption was a major issue in this research work. 

An ad hoc on-demand distance vector (AODV) 

[20] is the typically well-known routing protocol 

belonging to ad hoc routing. This is designed as a 

loop-free, on-demand, single path, distance vector 

protocol, where a route discovery algorithm route 

reply messages were used to find a best path. As the 

extensions of on-demand routing, several routing 

protocols were proposed based on various criteria and 

design issues. For example, AODV-ETX [21] 

defined the link cost as the expected transmission 

times (ETX) to find an optimal routing path with the 

minimum total ETX, 
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In [22], authors have been proposed a cluster-

based cooperative packet transmission (CCPT) to 

improve the energy efficiency and end-to-end 

transmission delay. In this, authors designed inter 

cluster cooperative transmission based on successful 

reception of the receiving CH instead of receiving all 

the nodes in the cluster, which can enhance the 

robustness of transmission on the best path and 

effectively reduce the transmission times. The 

authors in [23] have proposed an opportunistic 

cooperative packet transmission (OCPT) scheme for 

multi hop cooperative network. In OCPT, before the 

transmission, a cluster head selects the transmitter 

and receivers to form MIMO. Because of multiple 

transmitters and receivers in every hop, end-to-end 

transmission time and energy consumption per node 

is considerably high.  

Therefore, the energy consumption and shortest 

path routing is the main issue facing large-scale 

MANET which has to be sorted out. There are 

various techniques implemented but due to poor 

performance, reduced network lifetime, packet 

transmission problems, and high energy consumption 

still there is a lack in finding the solution. Hence a 

novel method is introduced to improve the end-to-end 

transmission delay and reduce energy consumption. 

In this paper, we have proposed a hybrid routing 

scheme for large scale cooperative D2D network, 

where in the selection of cluster head (CH) is based 

on geographic position of the node and other nodes in 

the cluster which cooperates (if required) to the CH 

to forward the information. This hybrid routing 

technique is superior to the state-of-the-art routing 

schemes w.r.t. the end-to-end transmission delay and 

energy consumption.  

The rest of the paper is organized as follows: 

description of the network given in section 2, routing 

algorithm, energy consumption, BER and end-to end 

transmission delay are presented in section 3. In 

section 4, we present the simulation results and we 

conclude in section 5. 

2. System model 

We consider a large scale cooperative D2D 

network, which contains S mobile nodes distributed 

randomly in 𝐿 𝑥 𝐿 𝑚2 area as shown in Fig. 1. Every 

node in the network is assumed to be self-organized 

and contains 𝐾  radio terminals with fixed transmit 

power 𝑃  and transmission coverage area 𝑅  Every 

node obtains its own location using GPS and list of 

neighbor nodes and their location by exchanging 

beacon signal for every α sec.  

We assume that every node in the network 

measures  link  Signal  to  Noise  Ratio  (SNR)  and  

Table 1. Summary of notations 
Symbol Description 

S Number of mobile nodes 

P Transmit Power 

R Transmission Coverage area 

α Periodic interval (in sec) 

𝜍𝑗 Link Signal to Noise Ratio (SNR) 

Δ𝑑𝑖𝑗 Relative distance between node i and j 

Δ𝑣𝑖𝑗 Relative velocity 

𝑁𝑠 Source node 

𝑁𝑑 Destination node 

𝐺𝑁𝑠
 Set of nodes in transmission coverage 

area of source node 

𝜎2

 
Noise Variance 

ℎ𝑖𝑗 Channel Coefficient between node i and 

j 

𝛿𝑖𝑗
2

 
variance between i and j 

�̃�
 

compressed encoded data 

𝐴𝑁𝑛−1 nth hop transmitter gain 

 

relative velocity metrics based on received 

compressed beacon signal.  

The link SNR between node i and node j is 

evaluated as 

 

           𝜁𝑗 =
𝑃|ℎ𝑖𝑗|

2

𝜎𝑗
2    (1) 

 

Based on the signal to noise ratio, node i measures 

the relative distance to the node j as 

 

        Δ𝑑ij =  (
𝑃𝛿𝑖𝑗

σ2Δ𝜁𝑖𝑗
)

1 4⁄

   (2) 

 

Where Δ𝜁 is the relative signal to noise ratio, it is 

obtained as 

 

                 
1

Δ𝜁𝑖𝑗
= |

1

𝜁𝑗
𝑡2 −

1

𝜁𝑗
𝑡1|  (3) 

 

and 𝑡2 − 𝑡1 = 𝛼  The relative velocity of the nodes 

can be given as:  

 

Δ𝑣𝑖𝑗 =
Δ𝑑𝑖𝑗

𝛼
 𝑚 𝑠𝑒𝑐⁄                 (4) 

 

Any node in the network transmits the 

information only after compression (using 

compressive sensing technique) and Turbo encoding. 

Let a node i transmits the information X , which can 

be successfully decoded by another node 𝑗 𝜖 𝐺𝑖 , 

where 𝐺𝑖  be the set of nodes in the transmission 

region of node i. The received information 𝑦𝑖 at node 

j is given by [24]: 
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           𝑦𝑗 = √𝑃ℎ𝑖𝑗�̃� + 𝜂𝑗               (5) 

 

Where ℎ𝑖𝑗 is the channel coefficient between nodes i 

and j modeled as complex Gaussian random variable 

i.e., ℎ𝑖𝑗 =  𝛿𝑖𝑗
2 𝑑𝑖𝑗

−4; 𝛿𝑖𝑗
2  and 𝑑𝑖𝑗  are the variance and 

distance between i and j;  
�̃�  is the compressed encoded data transmitted by 

node i and 𝜂𝑗  represents zero mean additive white 

Gaussian noise with the variance 𝜎2. 

3. Cluster based D2D cooperative routing 

In this section, we describe the proposed hybrid 

cluster based D2D cooperative routing scheme for 

large scale cooperative D2D network in detail. If a 

source node 𝑁𝑠  wants to communicate with 

destination node 𝑁𝑑 , it finds the set of nodes in its 

transmission coverage region and forms a cluster 

based on measured metrics (link SNR and relative 

velocity, as mentioned in system model) using 

periodically exchanged beacon signals and Ns 

becomes the cluster head. Based on measured metrics, 

source node determines the cluster and cluster head 

as N , where 𝑁 𝜖 𝐺𝑁𝑠
 and is away from the source 

node. The source node broadcasts the compressed 

encoded data �̃�  along with destination and cluster 

head ID’s. 

We denote 𝑁𝑛−1 as the cluster head of (𝑛 − 1)𝑡ℎ 

hop and 𝐺𝑛−1  as set of nodes of cluster head in 

(𝑛 − 1)𝑡ℎ hop. The 𝑛𝑡ℎ hop transmission is required 

only when the destination node is not in the 

transmission range of 1nN − . The 𝑛𝑡ℎ hop cluster head 

is selected from the set (𝐺𝑛 − 𝐺𝑛−1) ∪ 𝑁𝑛−1  based 

on sensory measurements: 

 

𝑁𝑛 =  
arg max

𝑙𝜖 (𝐺𝑛 − 𝐺𝑛−1) ⋃ 𝑁𝑛−1
{𝑑𝑁𝑛−1,𝑙} ∀𝑛 ≥ 2(6) 

 

If the received SNR at the cluster head is less than 

the predefined threshold (may be because of 

mobility), i.e., 𝜍𝑁ℎ
< 𝜍𝑡ℎ , then the cluster head 

requests the data from its nearest nodes, so that the 

threshold can be met. The received information at the 

cluster head is calculated by using MRC technique 

[11]: 

𝑦𝑁𝑛
= ℎ𝑁𝑛−1,𝑁𝑛

∗ 𝑦𝑁𝑛
+ ∑ ℎ𝑖,𝑁𝑛

∗ 𝑦𝑖,𝑁𝑛
 ;  𝑖𝑓 𝜁𝑁𝑛

< 𝜁𝑡ℎ(7)  

 

Flow chart for the proposed algorithm is given in 

Fig. 2. 

 

Algorithm 1:Cluster based D2D cooperative routing 

Input: Flow request from source to destination. 

Output: Routing path from source to destination with 

each hop’s relay node. 

1: while source ≠ destination do 

2: Source node measures the metrics using 

periodically exchanged beacon signals. 

3: Find set of nodes (𝐺𝑁𝑠
)  in its transmission 

coverage area R. 

4: If 𝑁𝑑  𝜖 𝐺𝑁𝑠
then 

5: cluster head = destination 

6: else 

7: forms a cluster 

( )( ) ( ) ; 1 1maxh si si r n n nV l v v v l G G N− −=  −   −  

8: Based on measurements, source selects cluster 

head for the next hop as: 

𝑁𝑛 =  
arg max

𝑙𝜖 (𝐺𝑛 − 𝐺𝑛−1) ∪ 𝑁𝑛−1
{𝑑𝑁𝑛−1,𝑙} ∀𝑛 ≥ 2 

9: if 𝜍𝑁ℎ
< 𝜍𝑡ℎ then 

10: Cluster head requests the information from 

nearest nodes. 

11: end if 

12: end if 

13: source node = cluster head 

14: end while 

3.1 Evaluation of energy consumption 

The amount of energy required per bit at nth hop 

can be obtained by [24]: 
 

Ε𝑛−1,𝑛 = (1 + 𝜚)𝜁𝑁𝑛
𝑁0

(4𝜋)2𝑀𝑙𝒩𝑓

𝒜𝑁𝑛−1𝒜𝑁𝑛𝜆2 (𝑑𝑁𝑛−1,𝑁𝑛
)

𝑛
+

                        
𝑃

ℛ𝑏
(𝑛𝑡 + 1)   (8) 

 

Where 𝐴𝑁𝑛−1  and 𝐴𝑁𝑛  are the gains of 

transmitter and receiver respectively; 𝜉  is the 

parameter depends on drain efficiency of power 

amplifier at the receiver, 𝜍𝑁𝑠
 is the signal to noise 

ratio at the node 𝑁𝑛, 𝑑𝑁𝑛−1,𝑁𝑛
 is the distance between 

two successive cluster heads, 𝑀𝑙 is the link margin, 

𝑁𝑓  is the receiver noise figure, λ is the carrier 

wavelength, Rb is the transmission bit rate. 

The total energy consumption of path for H hops 

can be written as 
 

              Ε = ∑ Εi,i+1
𝐻
𝑖=0              (9) 

3.2 Evaluation of bit error rate 

The bit error rate (BER) at the nth hop with 𝑀 −
𝑄𝐴𝑀 modulation can be approximated as [25]: 
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Figure. 2 Flow chart for the proposed routing algorithm

 

𝑃𝑏 =
2

log2 ℳ
{𝔹 𝑄 (

𝑃(|ℎ𝑁𝑛−1𝑙|
2

+|ℎ𝑙𝑁𝑛|
2

)

√2 𝜎2 𝔻) +

𝑄 (𝔻 
|ℎ𝑁𝑛−1𝑙|

√2 𝜎2 ) [ℂ 𝑄 (𝔻
𝑃(|ℎ𝑁𝑛−1𝑙|

2
+|ℎ𝑙𝑁𝑛|

2
)

√2 𝜎2  ) +

𝔹𝑄 (𝔻 
𝑃(|ℎ𝑁𝑛−1𝑁𝑛|

2
−|ℎ𝑙𝑁𝑛|

2
)

√2 𝜎2  ) +

𝔹𝑄 (𝔻
𝑃(|ℎ𝑁𝑛−1𝑙|

2
+3|ℎ𝑙𝑁𝑛|

2
)

√2 𝜎2 )]}    (10) 

   

Where  𝔹 =
√ℳ−1

√ℳ
                

 

ℂ =
2√ℳ−3

2√ℳ
                                     

and 𝔻 = √
3

2(ℳ−1)
                                 

4. Simulation results 

Simulation results are presented in this section to 

show the efficacy of the proposed routing scheme 

over conventional routing scheme AODV-ETX, 

CCPT [22] and OCPT [23] routing scheme. The 

simulation parameters are listed in Table 2 with 

reference to 3GPP2 Release 12. 

Fig. 3 depicts the comparison of three routing 

schemes with respect to the average number of hops. 

Start 

Flow request from 
‘source’ to 

‘destination’ 

‘source’ finds set of nodes in its 

transmission coverage area & measures 

metrics 

If 

𝑁𝑑  𝜖 𝐺𝑁𝑠
  

‘source’ transmits the 

information to the 

destination 

Based on the metrics 

source forms a cluster and 

selects the cluster head 

𝑖𝑓 𝜁𝑁𝑛

< 𝜁𝑡ℎ 

Cluster head request for 

CC Cluster head becomes 

source for next hop 

End 
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Table 2. Simulation parameters 

Parameter Value 

Area 1000 x 1000 m2 

Number of Nodes 50 

Transmitted Power 1mW 

SNR Threshold (𝜍𝑡ℎ) 3dB 

Noise Variance 10-10 

Modulation M-QAM 

Path loss exponent 4 

Combining Strategy MRC 

Periodic interval (α) 1µs 

 

It can be observed that the proposed routing scheme 

requires less number of hops than AODV-ETX, 

CCPT and OCPT schemes. Because, as the node 

density increases in the network, the probability of 

getting a node away from the source also increases, 

which forward the information to the destination in 

minimal path length i.e., in minimum number of hops. 

Since the average number of hops decreases, the 

end-to-end transmission delay and energy 

consumption of nodes also decreases with an increase 

in the number of nodes, as shown in Figs. 4 and 5, 

respectively. Since we are using compressive sensing 

strategy to compress both the information and beacon 

signals, the energy consumption of the node is further 

minimized. The variation of average number of hops, 

end-to-end transmission delay and energy 

consumption with respect to the number of nodes in 

the network are presented in Table 3, Table 4 and 

Table 5 respectively.  

 
Figure. 3 Average number of hops vs. number of nodes 

 

Table 3. Average number of hops vs number of nodes 

No. of 

Nodes 

Avg. Number of hops 

Proposed OCPT CCPT AODV 

50 5.8 6.2 6.8 7.4 

100 5.3 5.6 4 6.8 

150 4.8 5.2 6 6.3 

200 4.3 4.7 5.5 5.8 

 
Figure. 4 end-to-end transmission delay vs. number of 

nodes 
 

Table 4. End-to-end transmission delay vs. number of 

nodes 

No. of 

Nodes 

end-to-end transmission delay (ms) 

Proposed OCPT CCPT AODV 

50 12.8 17 17.4 17.9 

100 8.4 11.8 12.4 13.8 

150 7.2 9.1 10.1 11.1 

200 6.2 8.1 8.8 10 

 

 
Figure. 5 Energy consumption per node vs. number of 

nodes 
 

Table 5. Energy consumption per node vs. number of 

nodes 

No. of 

Nodes 

Energy consumption per node (mJ) 

Proposed OCPT CCPT AODV 

50 520 660 670 680 

100 410 505 520 560 

150 320 430 450 510 

200 270 360 400 460 
 

The outage probability of the network for a source 

to destination path is obtained for various routing 

schemes. The simulated results are presented in Fig. 

6, from the results it can be observed that the 

proposed routing scheme given better performance 

than the AODV and OCPT routing schemes. Since  
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(a) 

 

 
(b) 

Figure. 6 BER vs. SNR (dB) with various schemes: (a) 

α=50µs and (b) α=10µs 
 

the cluster head requests the information from its 

nearest nodes whenever the SNR is less than the 

threshold, the probability of error is minimized. 

Turbo encoding mechanism also aids in reducing the 

probability of error. As mentioned in the system 

model, every node updates the link SNR for every α 

sec. The dynamic changes in the network can be 

captured if the nodes update for smaller intervals of 

time. So, as α decrease, the performance of the 

proposed algorithm also increases. 

5. Conclusion 

In this paper we proposed and evaluated a hybrid 

cluster based D2D cooperative communication for 

large scale networks. This routing scheme is 

formulated by combining the geographic routing 

scheme and clustering routing scheme. In this routing, 

to reduce the impact of mobility on the link reliability, 

forms a cluster with the nodes having equal 

(approximately) velocity and based on the location of 

node we elected cluster head, i.e., the node which is 

transmission coverage area of source and near to the 

destination will be act as cluster head for the next hop. 

Because of mobility and channel conditions if the 

SNR of at the CH is less than the pre-defined 

threshold then the cooperative communication is 

implemented to improve the network performance. 

From the simulated results we conclude that, our 

proposed routing scheme given better performance 

with respect to the end-to-end transmission delay, 

energy consumption and outage probability 

compared to the conventional routing AODV-ETX, 

Cluster based Cooperative Packet Transmission 

(CCPT) and opportunistic cooperative packet 

transmission (OCPT) scheme. Proposed algorithm 

improves the end-to-end transmission delay by 39% 

(approximately) and energy consumption by 35% 

compared to AODV algorithm. Future work will be 

carried out research by considering effect of 

imperfect synchronization.  
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