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Abstract: Over the last decade, the usage of short message services (SMS) as one of the vital communication services 

on mobile devices has grown. The growth of using this service has correspondingly increased the number of attacks 

on mobile devices such as SMS Spam. SMS spam is a concern to telecommunications service providers as they annoy 

the subscribers and cause them to loose commercial. Most current researches have attempted to detect SMS spam 

using different classifiers. In this paper, we propose a new method that focuses on binary particle swarm optimization-

based fuzzy rules selection for detecting SMS spam messages. First, we extract significant features from the SMS 

spam dataset. Then, a set of fuzzy rules based on the extracted features is generated. Finally, a binary particle swarm 

is suggested for picking the more powerful fuzzy rules that reduce the complexity and improve the model's 

performance. The SMS Spam benchmark dataset was used in the experiment. The attained results of the proposed 

model provide a recall of 98.8%, precision of 90.8%, F-measure of 94.6% and accuracy of 98.5% that indicate the 

proposed model can be a promising for detecting SMS spam. 

Keywords: Fuzzy rule, Particle swarm optimization, SMS spam filtering, SMS spam detection. 

 

 

1. Introduction 

The development of mobile communication 

technologies and mobile phone extension led Short 

Message Service (SMS) to be one of the most 

common means of communication among millions of 

individuals, where the transmission of the messages 

must take place in compliance with conventional 

communication protocols. The number of SMS 

messages sent has increased incredibly according to 

a variety of reasons: Users read their SMS daily, 

while most of the emails message remain unread for 

more than one day. In addition, the cost of SMS is 

very cheap and possibly zero in some cases. Finally, 

the number of mobile phone users increased rapidly, 

it can be up to several million in some countries such 

as India and China. This gives it importance for use 

in many applications, especially in business [1, 2]. 

Unfortunately, mobile phones have been an 

instrument of what has been defined as SMS spam. 

SMS spam refers specifically to any unwanted 

messages sent through mobile networks [3]. In 

general, two main goals for spammers: advertising 

and stealing user information. Due to the widespread 

use of mobile phones, advertising through SMS is 

becoming easy and fast. SMS advertising is the 

promotion of products and services via mobile 

phones. Companies send short pieces of information 

to subscribers worldwide with the help of bulk SMS 

services to increase brand awareness and build trust 

with these audience [4]. The second goal of 

spammers is to steal important information about the 

user such as personal information, private photos, 

password, and credit card details. There are various 

strategies for information stealing. Phishing is the 

most popular strategy that is used usually to attack 

user information through email. Phishers send SMS 

messages through mobile phones due to their 

simplicity and impressive usage. The sent message 

may include a malicious Uniform Resource Locator 

(URL) that invites the user to visit that address, which 

is a trick to steal his information. In addition, it is 
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difficult to identify phishers by their phone numbers, 

as they can purchase more than one phone number. 

This provided an environment for researchers to 

discover and build new applications to filter SMS 

spam messages [5, 6]. To overcome the SMS spam 

issue that required to be identified when they are 

received, this paper proposed a model based on fuzzy 

rule and particle swarm for classifying a message into 

ham or spam with minimal set of rules. The paper's 

contribution is two-fold including: 

• Analyzing the spam and ham messages in the 

adopted dataset and introducing a new feature set 

extracted from the message content. The extracted 

feature set should able to represent SMS messages 

with high discriminative capability. 

•  Generating fuzzy rules to alleviate the 

challenges of spam detection and developing a 

particle swarm optimization (PSO) based rule 

selection model that is able to remove the 

irrelevant and redundant rules to detect SMS 

effectively with high performance. 

The rest of this paper is organized as follows. 

Section 2 presents the related work, then Section 3 

elaborates on an introduction for preliminary 

concepts related to fuzzy logic.  In Section 4, the 

proposed SMS method is introduced. The results and 

discussion of the proposed method are clarified in 

Section 5. Finally, Section 6 provides the conclusion 

and recommendations for future research. 

2. Related work 

There are several approaches for detecting SMS 

spam that have been classified into three categorize. 

First, the content-based approach includes the usage 

of word frequency. Second one is a non-content 

based approach that uses the characteristics of a 

particular message. A third category is a hybrid 

approach that merges features from the first and 

second categories for classification purposes [6]. The 

research method in this study was based on a content-

based approach. Some of the previous work based on 

the content are: Jali (2016) carried out an analysis of 

the ability to control features, analyzing information, 

and affect circumstances in the classification of SMS 

spam messages [7]. Kaya and Ertuğrul (2016) have 

implemented a method based on local ternary 

patterns to extract two distinct features from SMS 

messages and many machine learning approaches 

have been applied to distinguish SMS spam [8]. An 

approach that can detect spam messages using 10 

features and 5 machine learning algorithms namely: 

naive Bayes, logistic regression, J48, decision table, 

and random forest was proposed by Choudhary and 

Jain (2017). As an evaluation dataset, SMS Spam 

Corpus was used. The results demonstrated that the 

random forest gives the best detection rate equivalent 

to 96.1% [9]. Abdulhamid et al. (2017) introduced a 

study of potential pathways and obstacles for spam 

detection and the expected direction of investigation 

that could enable specialist researchers to consider 

areas for further improvement [1]. A generic model 

for classifying SMS spam messages based on many 

machine learning algorithms was presented by 

Kaliyar et al. (2018). Filtering messages from many 

languages including Singapore, American, and 

Indian English were possible with the presented SMS 

spam filtering model. The results revealed that when 

Indian English is used, the model attained a high 

precision [11]. A comparative study of the impact of 

feature selection methods on numerous classifiers 

was provided by Sharaff (2019). The results proved 

that the feature choice technique influences the 

classifier's efficiency and can improve specific 

classifiers [12]. 

Sjarif (2019) introduced a new method based on 

computing TF-IDF and many classifier algorithms. 

The best result was obtained by Random forest had 

97.5% accuracy [13]. Kumar (2020) presented a 

method based on selecting eleven features from the 

dataset, submitted to a set of classification algorithms 

to classify them as spam or ham. Besides, another 

step that filters Smishing message from spam 

message was added. Random Forest classifier gives 

the best result with 94.9% accuracy [14]. Arnold and 

Andrew in 2020 introduced a hybrid model for SMS 

spam detection in which a genetic algorithm (GA) is 

utilized for feature selection, and the Bayesian 

network is adopted for classification. The results 

clarify that the performance of a blend of the GA and 

Bayesian network surpasses the performance of the 

Bayesian network alone [15]. 

Hameed suggested three models for detecting 

SMS spam using differential evolution (DE) in 2021. 

Moreover, a new set of features has been extracted 

from SMS messages, and three different DE 

algorithms are used as clustering SMS messages. The 

results reveal that the suggested models 

outperformed baseline methods [16]. 

The models in [1,13,14], which are adopted for 

comparison with the proposed model are based on the 

extraction of different features and applying many 

classification algorithms. The random forest 

algorithm gives the best results for all. As known, the 

main drawbacks of the classification algorithms are 

the large size of training data and the need for 

retraining for new data. Also, random forest suffers 

from a large number of trees that make the algorithm 

too slow and ineffective for real-time prediction. 

Therefore, this study proposed a model for 
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classifying SMS using fuzzy rule-based classification 

that does not involve retraining new data. 

Furthermore, this study includes the extraction of 

thematic of SMS spam feature that is not studied in 

the literature and affects the detection of SMS spam. 

3. Preliminary concepts 

In this section, the related backgrounds to fuzzy 

logic and particle swarm optimization are described. 

3.1 Fuzzy logic 

The development of Fuzzy sets theory produced 

by Zadeh in 1965 led to introducing the term "fuzzy 

logic." Fuzzy logic is a way to deal with the degree 

of truth instead of a standard "True or false"(0 or 1) 

that is commonly used in most computer systems. It 

is the generalization of the classical logic inference 

rules that can deal with approximate reasoning [17]. 

Each member of fuzzy logic has a degree of 

membership that is specified by the membership 

function. The membership function gives a degree 

ranging from zero to one for each fuzzy logic member. 

There are many advantages of fuzzy logic, including 

handling imprecise input, dealing with conflicting 

objectives, simply understanding the rules, and easily 

modifying or deleting existing rules [18].  

3.2 Particle swarm optimization 

Particle Swarm Optimization (PSO) is one of the 

metaheuristics algorithms introduced in 1995 [19]. 

The basic idea of PSO is inspired by simulating the 

behaviour of birds and fish. PSO has been widely 

used in various applications such as function 

optimization, pattern classification, and fuzzy system 

control [20]. The basic idea that the birds search for 

food either separately or together before finding it. 

The bird that is close to the food or who senses the 

smell of food will leak this information to the flock; 

in the same way, the PSO algorithm works. The birds' 

movement is equal to finding a new solution, useful 

information about the food source equal to the most 

optimal solution, and the food resources are equal to 

the most optimal solution through all iterations [21]. 

PSO is a population-based algorithm. The population 

(swarm) of PSO consists of a set of particles. Each 

particle's new location is determined by a velocity 

representing the particle's direction and distance at 

the 𝑡𝑡ℎ  iteration.  It depends on the previous best 

position found by the particle itself, while the 

position of each particle is used to measure its quality 

at iteration 𝑡 [21]. 

 

 

4. Methodology for SMS spam detection 

This section introduces the proposed method for 

encountering a SMS spam. Consider an SMS 

collection 𝕄 of 𝑛  text messages, i.e.  𝕄 =
{𝑚1, … ,𝑚𝑛}. Each message, 𝑚𝑖, 1 ≤ 𝑖 ≤ 𝑛 contains 

words, numbers, special characters, etc.  and its size 

is restricted to 160 characters. In the proposed 

method, the messages are pre-processed and then a 

set of features is extracted. After that, the feature 

values are converted to a fuzzy set, and several fuzzy 

rules are generated for prediction SMS spam. Finally, 

PSO is adopted to produce the best rules. The first 

endeavor to use binary PSO-based fuzzy rules 

selection to detect SMS spam to the best of authors' 

knowledge. The following subsections illustrate the 

details of each component. 

4.1 Pre-processing and feature extraction  

In the pre-processing, the tokenization, removing 

stop and stemming word processes are applied. After 

the pre-processing, the feature extraction process is 

performed. The feature extraction process plays a 

critical role because it affects the efficiency of 

classifiers for SMS spam detection. In this paper, a 

set of six features 𝐹 = {𝑓1, 𝑓2,… , 𝑓6}  is extracted 

from 𝕄 as illustrated on what follows: 

1. Message length ratio, as expressed in Eq. (1), is 

calculated as the number of characters in the 

message divided by the maximum length of the 

message in the SMS collection  𝕄 

 

𝑓1 =
𝑙

𝑚𝑎𝑥𝑙
            (1) 

 

Where 

𝑙 represents the length of the message 

𝑚𝑎𝑥𝑙  is the maximum length of the message in M 

 

2. Number of words ratio, as expressed in Eq. 

(2) ,is calculated by dividing the number of 

words in the message by the largest number of 

words in the message  in the SMS collection  𝕄 

 

𝑓2 =
𝑤

𝑚𝑎𝑥𝑤
          (2) 

 

Where 

𝑤 represents the number of words in the message 

𝑚𝑎𝑥𝑤  is the maximum number of words in the 

message in 𝕄. 
3. Number of words that have less than three 

characters ratio, as expressed in Eq. (3), is 

calculated as number of words within length less 
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than three over the largest number of words in 

the message  in the SMS collection  𝕄. 
 

𝑓3 =
𝑁𝑊

𝑚𝑎𝑥𝑤
               (3) 

 

Where  

𝑁𝑊 is the number of words of length less than three 

characters in the message. 

4. Capital word ratio, as expressed in Eq. (4), is 

calculated by dividing the number of capitalized 

words in the message over the largest number of 

words in the message  in the SMS collection  𝕄 

 

𝑓4 =
𝐶𝑁

𝑚𝑎𝑥𝑤
                   (4) 

 

Where 

𝐶𝑁 is the number of capital words in the message. 

5. Alphanumeric characters ratio, as expressed in 

Eq. (5), is calculated as the number of 

alphanumeric characters in the message over the 

largest number of words in the message  in the 

SMS collection  𝕄 

 

𝑓5 =
𝐴𝑁 

𝑚𝑎𝑥𝑙
                          (5) 

 

Where 

𝐴𝑁 represents the number of alphanumeric characters 

in the message. 

 

6. Thematic SMS spam words: this factor 

composite of many features. First feature special 

characters such as "+, =, etc.", the second feature 

is important words such as "call, money, mobile, 

phone" afterword the existence of URL. All of 

these features are computed for each message. 

Then the number of thematic SMS spam words 

divided by the largest number of thematic SMS 

in the SMS collection  𝕄 is calculated to obtain 

thematic SMS spam words ratio as expressed in 

Eq. (6). 

 

𝑓6 =
𝑡𝑤 

𝑚𝑎𝑥𝑡𝑤
                         (6) 

 

Where 

𝑡𝑤   represents the number of the thematic words in 

the message. 

𝑚𝑎𝑥𝑡𝑤 is the maximum number of thematic words in 

the message in 𝕄  

4.2 Fuzzy rule-based classification 

The messages presented in the SMS collection are 

assigned by a feature score using the aforesaid six 

features. The computed feature score, 𝐹, is 

introduced as an input to the fuzzy logic. Then, the 

numerical value of each feature is transformed in 

terms of its linguistic variable by the fuzzier into 

three fuzzy sets: low (L), Medium (M) and High (H). 

The triangle membership function as defined in Eq.  

7 is adopted in this paper to convert each feature score 

to a degree of membership between zero and one [22].  

 

𝑓(𝑥: 𝑎, 𝑏, 𝑐) =

{
 
 

 
 

0      𝑖𝑓  𝑥 ≤ 𝑎
𝑥−𝑎

𝑏−𝑎
   𝑖𝑓 𝑎 ≤ 𝑥 ≤ 𝑏

𝑐−𝑥

𝑐−𝑏
   𝑖𝑓 𝑏 ≤ 𝑥 ≤ 𝑐

0        𝑖𝑓  𝑥 ≥ 𝑐 }
 
 

 
 

       (7) 

 

When the inputs have been converted to the 

linguistic values, then, the inference engine which is 

regarded as an important part of fuzzy system 

generates if-then rules. The constructed rules consist 

of two parts antecedent and consequent. Antecedent 

is the independent input linguistic values, while the 

consequent is the inference of the rule that specifies 

the message as either spam or ham. The fuzzy rule is 

summarized in the following with 𝐹 =
{𝑓1, 𝑓2, … , 𝑓6}   as input whereas 𝑂 ∈ {𝑆𝑝𝑎𝑚,𝐻𝑎𝑚} 
as the output. 

If  𝑓1 is 𝐴 and 𝑓2 is 𝐴 … and 𝑓6 is 𝐴 Then 𝑂  
Where  

𝐴  𝑖𝑠 𝐿,𝑀, 𝑜𝑟 𝐻  

4.3 Fuzzy rules selection by binary PSO 

The constructed rules are useful for SMS spam 

detection, but there are too many rules generated by 

the proposed fuzzy logic method that may impact the 

performance of the message classification, so in this 

paper, a new method based on binary PSO is 

proposed to select a subset of rules, R′ , from the 

entire set of rules, R , that  satisfy decreasing the 

number of generated rules and  get the optimized 

rules for improving classification performance. 

4.3.1. Particle representation and swarm initialization 

Representation of the particle in the proposed 

PSO is binary, since there are six inputs each has 

three memberships, so each particle 𝐼 is represented 

as a bit string of length 18. Every 3 bits corresponds 

to one feature. The value of 3 bits indicates the 

membership L, M or H. Fig. 1 shows the 

representation of the particle and how each 

membership is selected. In addition, each particle has  
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Figure. 1 Representation of the particle in PSO 

 

a velocity 𝑉.Formally speaking 𝐼 can be expressed as 

follows 

𝐼 = {𝑥1, 𝑥2, … 𝑥18}   

𝑥𝑖 ∈ {0,1} 
𝑉 = {𝑣1, 𝑣2, … 𝑣18} 
 

PSO is a population-based optimization algorithm. A 

swarm 𝑆  of  𝑁  particles is generated randomly, 

which can be formally expressed as follows 

𝑆 = {𝐼1, 𝐼2, … , 𝐼𝑁} 
Also, the velocity of each particle in the initial swarm 

is generated according to Eq. (8). 

 

𝑉 = 𝑉𝑚𝑖𝑛 + [𝑉𝑚𝑖𝑛 + 𝑉𝑚𝑎𝑥] × 𝑟         (8) 

 

Where  
𝑟 is a random variables between 0 and 1. 

𝑉𝑚𝑖𝑛 𝑎𝑛𝑑  𝑉𝑚𝑎𝑥  are the minimum and maximum 

velocity the particle can reach. 

4.3.2 Fitness function evaluation 

In PSO, the fitness function assesses the quality 

of the particle 𝐼  and gets optimal rules.  

Considering the SMS spam detection problem, the 

fitness function is computed by the summation of the 

values of the features as in Eq. (9). 

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒  Φ(𝐼) = ∑ 𝑓𝑖
6
𝑖=1        (9) 

Where 

𝑓𝑖 is the value of the 𝑖𝑡ℎfeature. 

4.3.3 Updating particle position and velocity 

There is a specific velocity of every particle that 

can be modified according to it is own flying 

experience. The best obtained position is kept in the 

memory and sent out for all particles. The velocity of 

particle 𝐼 is updated according to Eq. (10).  

∀𝑖 ∈ {1,2. . 18} 
 

𝑣𝑖
𝑡 = 𝑤 × 𝑣𝑖

𝑡−1 + 𝐶1 × 𝑟1(𝐿𝑖
𝑡−1 − 𝐼𝑖

𝑡−1) + 𝐶2 ×

𝑟2(𝐺𝑖
𝑡−1 − 𝐼𝑖

𝑡−1)   (10) 

Where  

𝑟1 𝑎𝑛𝑑 𝑟2 are two random numbers in [0,1]. 

𝑤 is the inertia weight. 

𝐶1 is cognitive parameter. 

𝐶2 is social parameter. 

𝐿𝑡−1  is the best position being located locally by 

particle 𝐼𝑖 

𝐺𝑡−1 is the best position among all particles in swarm 

𝑆.  

 

Then the piecewise function to restrict the 

velocity in range of [𝑉𝑚𝑖𝑛, 𝑉𝑚𝑎𝑥]. After obtaining the 

velocity, the sigmoid function, as expressed in Eq. 

(11) is used to limit the result between 0 and 1. 

 

𝑠 =
1

1+𝑒−𝑣𝑖
𝑡                             (11) 

 

The particle 𝐼 at iteration 𝑡 can be updated according 

to Eq. (12). 

 

∀𝑖 ∈ {1,2. . 18}                                   

𝑥𝑖
𝑡 = {

1, 𝑟𝑎𝑛𝑑 < 𝑠

0, 𝑜𝑡ℎ𝑒𝑟 𝑤𝑖𝑠𝑒
                  (12) 

Where 

 𝑟𝑎𝑛𝑑 is a random number between 0 and 1. 

5. Experimental results and discussion 

SMS collection UCI dataset from the National 

University of Singapore, and Caroline Tagg’s Ph.D. 

thesis [23, 24] is used in this paper for performance 

evaluation. The SMS spam dataset consists of 5574 

messages. Each message is categorized as either 

spam or ham. The number of ham and spam messages 

is summarized in Table 1.  

The result of the proposed model was evaluated 

using well-known standard evaluation metrics for the 

classification algorithms namely, detection rate 

(recall) (𝑅),  precision (𝑃) , F-measure (𝐹),  and 

accuracy (𝐴𝑐𝑐) as calculated in Eqs. (13) - (16) [25-

27]. Moreover, the Receiver Operating Characteristic 

(ROC) curve is used to check the performance of the 

proposed model cost against recall. 

 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                            (13) 

 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                           (14) 

 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃×𝑅

𝑃+𝑅
             (15) 

 

𝐴𝑐𝑐 =
𝑇𝑁+𝑇𝑃

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
                  (16) 

 

𝐹𝑁𝑅 =
𝐹𝑁

𝑇𝑃+𝐹𝑁
                            (17) 

 

Where  

𝑇𝑃 is a SMS spam that correctly classified as a 

spam. 

0 0 1 0 1 0  …….  
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Table 1. The number and percentage of ham and spam in 

SMS spam dataset 

Message Type Number of 

SMS 

Percentage of 

SMS 

Ham 4827 86.6% 

Spam 747 13.4% 

 

Table 2. Parameters setting. 

Parameter Value 

𝑐1 1.495 

𝑐2 1.495 

𝑤 0.728 

𝑉𝑚𝑖𝑛 -4 

𝑉𝑚𝑎𝑥 4 

Maximum iteration 100 

 

𝑇𝑁 is a ham that correctly classified as a ham. 

𝐹𝑁 is a SMS spam that incorrectly classified as a 

ham. 

Several parameters involving the characteristics 

of the proposed binary PSO based fuzzy rule 

selection model should be fixed to quantified values. 

The values of the parameters are reported in Table 2. 

As mentioned earlier, the two objectives of the 

proposed model are the extraction of the important 

features which is a challenging task and the 

discrimination of the input message as spam or ham.  

Many steps were performed: initially, the feature 

vector was created by extracting six features from the 

dataset and a linguistic score is assigned to each 

feature vector. Finally, the generated linguistic vector 

is introduced to a set of fuzzy rules and a binary PSO 

is proposed for discovering the most useful rules. The 

following subsections clarify the results of the 

proposed model. 

5.1 Feature result analysis 

The SMS spam dataset contains a set of messages 

the categorized as ham and spam. The distribution of 

some common words appearing in ham and SMS 

spam is depicted in Fig. 2. As shown in the figure 

there is an interleaving between SMS spam and ham 

words, which makes the distinction between them 

difficult. 

Moreover, to illustrate the significance of each 

feature, the weight of the selected features in ham and 

spam messages is determined. Concerning the 

imbalanced dataset, each function was measured as 

an average for all datasets. As shown in Fig. 3, 

thematic SMS spam feature has the highest weight 

among all feature sets. This feature is new since it is 

a combination of features that were used separately 

in previous researches. Combining these features 

together provide greater power to differentiate 

between SMS spam and ham. It has been observed to  

 
Figure. 2 Distribution of some common words appearing 

in ham and spam messages 

 

Figure. 3 The weights of features in spam and ham 

messages 

 

be less important when it is alone as has been shown 

in some previous research. The importance of other 

features is as follows message length, word numbers, 

upper case word, word less than three and 

alphanumeric characters. 

5.2 Performance comparison against other 

methods 

Fig. 4 depicts the proposed model evaluation 

regarding ROC where Area Under Curve (AUC) 

equals 0.9863. The figure illustrates the ability of the 

proposed model to distinguish between spam and 

ham messages. 

As shown in Table 3, the proposed model 

achieves the highest performance and outperforms 

the works presented in [1, 13-14] especially in terms 

of accuracy, which is the most important factor in 

measuring the performance of the classification. The 

superior performance of the proposed model is due to 

the inclusion of the new feature namely thematic 

SMS spam. The new feature has the highest weight 

among other features exist in previous work as shown  
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Figure. 4 ROC for the proposed model 

 
Table 3. Comparisons among the proposed model and 

previous researches 

Model 𝑹 𝑷 F-

Measure 

𝑨𝒄𝒄 

Proposed 

method 

98.8% 90.8% 94.6% 98.5% 

Ref. [1] 86% 96% 91% 97.7% 

Ref. [13] 97% 98% 97% 97.5% 

Ref. [14] 97.7% 95.9% 96.7% 94.9% 

 

in Fig. 2. The proposed model is based on fuzzy rules 

for classification purposes that strengthen the 

extraction of the most relevant SMS spam features 

and correctly classify the SMS spam. 

In addition, it can be observed the good 

performance of the proposed model based on fuzzy 

logic and PSO for spam detection problem. The 

obtained result is very efficient for the spam class and 

less efficient for the ham class based on two reasons: 

firstly, the fact that the selected dataset was 

imbalanced where the number of ham messages more 

than spam messages six times approximately. 

Secondly, the set of selected features and the fitness 

function both work towards a good definition of spam 

messages, thus the generated rules are more efficient 

in identifying spam messages more than ham 

messages. 

6. Conclusion 

SMS spam messages are unwanted messages that 

must be detected before the user gets them. This 

paper focuses on introducing a new model for 

detecting SMS spam messages based on the message 

content, and it is the first research taking advantage 

of the fuzzy rule to detect SMS spam. In the proposed 

model, a new set of relevant features are extracted 

from the SMS spam dataset. Then, fuzzy rules are 

generated for discriminating SMS spam from ham. 

Finally, a binary swarm optimization is introduced to 

pick the most relevant fuzzy rules. The SMS spam 

dataset is used as an evaluation dataset. The proposed 

model achieved 98.8% recall, 90.8% precision, 

94.6% F-measure, 98.5% accuracy and 0.9863 AUC. 

The works presented in [1, 13-14] used commonly 

method for classification. However, the proposed 

model adopted a fuzzy based model for generating 

the rules for classification and introduced PSO for 

selecting the relevant fuzzy rules for improving the 

classification performance. The results of the 

evaluation reveal that the extracted features have a 

significant relation with the message class. 

Furthermore, the proposed model efficiently 

distinguishes the class of messages with a high 

detection rate and accuracy compared against [1, 13-

14]. For future work, the proposed model can be used 

to detect SMS spam messages written in other 

languages and can be applied to other datasets 

containing more messages. 
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