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ABSTRACT

Call handling mechanisms can enhance the efficierfigellular mobile networks. The use of theseutallsystems has
been a very popular means of enhancing the capatitlye wireless communication networks. It expexés the handoff
phenomenon, wherein which a call already in progrésa cell is due to user mobility that hands o(®ritched) to
another cell. The cellular network is a multi-stadgstem that comprises of cells. In this study, ahalysis of the
Interarrival time, arrival rate, service time, arile theoretical cumulative distribution function¥E) is compared to the
empirical (CDF). New customer arrival and handoffstomer were compared to determine which one oHebgtter
quality of service. A similarity to the cellulartmerk is drawn to the Blue café which has a simderangement. The café
is a multi-service center located in square fourtla¢ University of Essex, where there are seveoainters to offer
services to customers. The café gives us a praateadel of a cellular system and for the purposegathering

experimental data for analysis. This result hasoadjproperty for modeling of communication networks
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INTRODUCTION

In Wireless cellular system, call arrivals are sifisd as either new calls or handoff calls. NeWscare generated by
mobiles originating from the chosen cell while d-@aprogress may experience handoff when a usere®s from one cell
to another. During the user mobility, the call viié admitted to a new cell, as dropping a handaffis not pleasant sign
to the user. Handoff calls are always given a higi®rity compared to new calls as studied in BLhew call attempt can
be easily blocked but the blocking of handoff éslinore severe from the user’s view as in [2]-B&ndoff call dropping
is extremely important in cellular systems sincke#ds to the undesirable experience of forcedteathination. A good
assessment of the new call probability and the dfifdocking probability will help the system desgy to make planned
decisions to improve the Quality of Service as uksed in [4]. The motivation for studying the neall @and handoff
probabilities is that the Quality of Service (Qa$kellular networks is mainly determined by thése qualities as studied
in [5]-[6]. To improve the quality of service asrpeived by the users, various methods have beeisatktto prioritize

handoff requests over call initiation requests whkocating voice channel in [7]-[8].
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Related Works

In a cellular system, the service area is divided cells, a cell is defined as the supplying aka transmitter, and its
boundary is given by the attenuation of the radima due to the wave propagation laws. Each iddiai cell interacts
with neighboring cells through the handoff proce&3slls are grouped into clusters. Each clusteizaslithe entire available
radio spectrum. The reason for clustering is thdjagent cells cannot use the same frequency spedvecause of
interference. The frequency bands must be spbitéhunks and distributed among the cells of a etus¢ examined in [9].
The spatial distribution of chunks of radio spestrwithin a cluster must be done in a manner suel tthe desired
performance can be obtained. In [10]-[11] both wsed the importance of network planning in celluéatio. The cellular
concept allows every piece of subscriber equipmethiin a country or continent to be manufacturethvthe same set of

channels so that any mobile may be used anywhéhinvthe region.

Channel frequency for mobile radio systems arecatked to base stations to be used in each cellhbynel
assignment schemes. The channel assignment scheargroup as either fixed or dynamic. In the fixddnnel scheme,
each cell is allocated a channel and a group ch&ntteen assigned to the base station. The untis@dnel is only used to
serve call attempts in that channel. Rappaport flisjussed that the effect of channel blockingwahy subscribers do not
receive calls. If all the channels are occupie@, ¢hll is blocked, and the subscriber does notivecany service. In
dynamic scheme, no fixed relationship exists betwesquency and cell. Any channel can be used yncetl. Each time a
call request is made, the serving base stationestcau channel from the mobile switching centerTBMA or CDMA

networks, each radio frequency channel carriesraktmme slots or codes associated with voice cabwas studied by [10].

In [13] handoff methods for cellular manufacturimgre examined using a case study of gym centean lmatfé
was used in this analysis. In the café, this systemprises of serving counters, new customer agito the serving
point, handoff customer moving from one counter tigat, and servers attending to the customershénsame way,
drawing a correlation to cellular network, the ctaura may represent cells, the new customers standefv call arrival,
and handoff customer may be referring to as handalfé6 as reported in Awasthi [14]. When a mobileves into a
different cell, while a conversation is in proced® mobile switching center automatically transfére call to a new
channel belonging to the new base station. In thedbff process, the voice and the control signallse transferred. In
deciding when to handoff, it is important that theasured signal level is not below the threshaldlldue to momentary
fading. This function is carried out by the bas#ish. In today’s fourth generation systems, hahdetisions are mobile

as discussed in [15].

In managing handoff requests, different systemsvasmus policies. Some systems handle handoffegiguin
the way they handle originating calls. In such ey®, the probability that a handoff request wilt he served by a new
base station, which is equal to the blocking prdilof incoming calls. However, from the user’sipt of view, having a
call abruptly terminated while in the middle of angersion is more annoying than being blocked docoafly on a new

call attempt as examined in [12].

In order to analyse the behavior of any systemliring random events, we first require a model thetermines
the time instants at which the events occur. Thetroommon way to do this is to use a Poisson drpk@cess. It often
turns out that a good approximation of the timeneen arrivals of customer entering a system issmthe exponential
distribution. The Poisson arrival process moddlstype of inter arrival time distribution and tkeme process as explored

in [16] — [17]. However, the data gathered is usednalyse the arrival rate, service rate and QuafiService. The new
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customer arrival is compared to the handoff custsrt®determine which has a better Quality of SErvirhe mean queue

length is examined to determine whether the syftehaves like an M/M/1 queue system.
MATERIALS AND METHODS
Model Description

The cellular network is a multi-state system thamprises of cells. A similarity to the cellular wetk is drawn to the
Blue café which has a similar arrangement. Blué ¢afa multi-service center located at square &he University of
Essex, where there are several counters to offeices to customers. The Blue café is used for shisly to enable us
gather experimental data for analysis. For the gaepof this study, we are considering two serviognters in the Blue
café: counter one and counter two, that is sandarehdrink counter. Customer may arrive at couater or to counter
two. Some customers may move from one counter éthan counter. We have two serving points représgrtvo cells

that is a two-server system in which customers Rbiason rate at server one. After being served by server 1y thay

depart or join the queue in front of server 2,¢oess more services.

In observing the tandem queue at Blue café, weseancustomers’ arrival, according to Poisson pocés.
(mean number of events per unit time). The proitghif n numbers of customers having been generatdte serving

point, still in progress somewhere in the shopvemby Poisson distribution as stated by [18].

P, {n arrivals in a time} =

(/]—-I'_)nexp (— )IT)

Where A=new call arrival rate to a cell. T=inter-arrivaine. n=number of arrivals. The tandem queue with
customer arrival is a Poisson process because moastarrives at a constant rate withrepresenting all potential
customers. The customers move from one servicet doto the service point 2 similar to a cellulastgyn where their
handoff is from cell 1 to cell 2. When the customare either served at point 1 or point 2, some dezyde to depart like

the departure rate of a cellular network.
Gathering Empirical Data

Two sets of data were gathered on separate daiygdbe busy hour between 12.00 and 13.00. Theasrare referred to
as customers. “Arrive” is the time when the custoerers counter one or counter two. “Served staférs to the time
service that commences for a customer while “Seived’ indicates the time the service is concluddte server status
indicates the number of servers attending to thedref various customers. If more customers areuieug, the server
status changes from one to two depending on quenggh. If the queue is so long some customers reaidd to return

without being served that is, they have been [b8}. [t often happens that arrivals become discouradeehvithe queue is
long or when they cannot make a proper choice andod want to wait. Such model is the M/M/c/K; thgtif people see
K is the result of physical restriction such asmore sandwiches or drinks. When the call is comsplén the cell, the
channel is released and it becomes available tesanother call. When the mobile crosses a celhbaty into an

adjacent cell while the call is in process, the Ejuires a Base Station and channel frequencgntinue. This procedure

of changing channel is callddndoffin [16].
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In modelling the arrival process, we assume thatitkerarrival is independent and continuous randanable.
Interarrival time Tis the time between a typical arrival time andrib&t arrival time. The independence assumption sean
that the value of T1 has no effect on T2, T3. Oh¢he most interesting properties of the Poissastrithution when
interpreted as an arrival process turns out toheedistribution of time between arrivals, callee timterarrival time
distribution. The constarit can thus be interpreted as the mean numbersigélarper unit time and is called the arrival
rate. The time between arrivals is exponentialstridiuted studied in [19]. The exponential disttibo is memory less,
which means that the time until the next arrivalhidependent of the time since the last arrival edce independent of

the pasf20]. Mean queue length is the average number stbaters waiting in the queue described in [16]iargiven as

Software Use

The software used in this work is Java. The sura JAvSoftware Development Kit (J2SDK) version 1.4l alava
development kit-1.5.0 [21] are the versions useddd&S are used to generate the theoretical cumailaistribution
functions for successive arrival and service timbich is shown in this report. The theoretical amdpirical data were
plotted using Microsoft Excel. The second set alecds used to generate the queue length from thrieal data by
assigning +1 to an arrival value and -1 to a deparvalue. The first set of data shown in the glodwn in fig.4 was

generated from the analytical results.
Cumulative Distribution Functions (CDF)

The following methods were used to compute the dative distribution functions for the empirical ankeoretical
distribution. They were calculated for the sucoessirrivals and service time. The theoretical (C#sult was computed
using the assumption that the Poisson procesgénearal independent process with negative expaienterarrival time
distribution was computed using the expression fid®]. The theoretical cumulative distribution ftionn of the

interarrival time was plotted using
PAT <t} =1-exp- 1t)

Where) = 1/mean interarrival time. The empirical (CDF)sa@mputed by taking the interarrivals of the ceunt
under consideration and find their cumulative distiion. This is carried out by dividing each saempy the total number.
The cumulative distribution was normalised to ofiee (CDF) ranges from zero to one. Plotting ofttiheoretical and the

empirical (CDF) for each of the counters was cdrdat using Excel interface and Java scripts fraij.[
RESULTS AND DISCUSSION

The service time distribution tells how long thestmmer has spent in the server. The service timdifferent customers

was assumed to be independent random variablesxponential distribution with parametehas a density function.

PAT <t} =1-exd- ut) @

Where p= service rate the equation (4) is usedtffertheoretical (cdf of the service time distribuati The

empirical result was plotted by taking all the seevtime and finding their cumulative distributiolmhe cumulative
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distribution was normalized to one. Service tima&ésy small. Then Plotting of the theoretical ahd empirical (CDF)

each of the counters is carried out using Excefrfate and the code is display.
Data Analysis

This analysis is used to calculate the interaryigaival rate, service rate, cumulative distribatfunctions and the QoS of
each of the counters. This Counter consists ofdhewing parameters: Arrive 1, Served 1, and Sdrizad1. The mean
interarrival time in seconds are calculated, thadug is used to compute the arrival rate. Hneval rateA=1/mean
interarrival time =9.8209E-3. The number of arréval 34 because more than one arrival occurs atea gnstant, that is
Bulk arrivals are allowed. The theoretical (CDF) is computechgissquation 3 by substituting the value of arrirate
which is 9.8208E-3 and the time range of 0 and 886onds. The empirical (CDF) was computed by takhwy
interarrivals of the counter under consideratiod &nding their cumulative distribution. This isrci&d out by dividing
each sample by the total number. The results aversin figurel; the empirical value follows the thetical value from

the origin but deviated at point 60 seconds. Thpigcal results follow the exponential distributiofhe service rate g =

_n
S +S,+..+S,

Where the service time S = number of arrival/meamise =

n
> (ServedEnd, - ServedStart; )
=0

Hence the service rate= 0.0175Using Eq. (4) the theoretical (CDF) was computethlie value of the service
rate as 0.0175 and the empirical result was cordpbte taking all the service time and finding thewurmulative
distribution. This is carried out by dividing eashmple by the total number. The time range is 0lt@lseconds. The
result is display in figure 2, the empirical valisescattered round the theoretical results, anthfB® seconds to 80
seconds, it looks linear. Most customers spent fleas two minutes being served. While from poin® Xkeconds, it
follows the exponential curve. The mean queue lergtalculated using the computed values ahd u, the mean queue
length Li=0.71777.

This queue length was plotted using the sets & daherated at counter 1-1. During the plottingyas assumed
that when a customer arrive the queue length iantlwhen a customer departs the queue length sakalsie of -1. Based
on that assumption, a java code was used to gent@plot as display in figure 4. With this plag can find the average
gueue length by calculating the total area undeictirve divided by total time. This empirical vakiethe queue length is
equal to 2.35. From the two theoretical value @flG7 and the experimental value of 2.35. From tbg the arrival times
and departure vary at every time because themaadomly distributed. There is a great differentafue; the system does
not behave like M/M/1 queue.
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Figure 4: The Behaviour of the Queue Length of Couter 1-1
for One Hour.

This Counterconsists of the following properties: Arrive 2, i Start 2, and Served End 2. The Interarrival
time (seconds) is calculated. Theival rateA=1/mean interarrival time = 0.01056. The theorét€BF was computed
with value of arrival rate as 0.0105 and the eroplrvalues were computed by taking the interarsiwdlthe counter under
consideration and finding their cumulative disttibn. This is carried out by dividing each samplethe total number.
The interarrival time range is 0 and 330 seconts. fEsult is shown in figure3, the empirical valieviates away from the
theoretical values 30 seconds to 150 seconds Hi8taseconds, it follows the exponential distribntiThe service rate p
=0.03011.

The service rate value of 0.03011 is used in coimguhe theoretical CDF using Eq. (4) and the eitgiresult
was computed by taking all the service time andifig their cumulative distribution. This is carriedt by dividing each
sample by the total number. Most of the results @disttibutions shows similar properties indicatthgt empirical values

follow exactly the theoretical value excepts atp@60second, 917). The mean queue lehgth0.1890.

The empirical value of the mean queue length wigafiven by the total area under the curve is 0Té0s is in
comparing the theoretical results of 0.1820 with émpirical result of 0.60. There is a great déferin value from the
plot, arrival time and the departure time variearduthe plot but at 1600 seconds, the time inteneas smaller. Then the

queue seems to be constant.
Quality of Service of New Customers and Handoff Cusmers using the First Set of Data

For handoff customers, the average time spentat timhe of handoff customer/ total number of harfisto?6.9seconds.
For new customers, the average time spent = tota hew customer/ total number of new customers3=E seconds.
From the result, the handoff customer has a b&tmlity of service than the new customer. The hffntestomer spends
less time than the new customer. This counter stmsf the following properties: Arrive 1, Servedahd Served End 1.
The mean interarrival time seconds is calculateltis Walue is used in computing the arrival ratee Hhnrival rate

A=1/mean interarrival time =7.4557E-3.

The theoretical (CDF) was calculated using the eaifiarrival rate 7.455E-3. The values of the eogifCDF)
was computed by finding cumulative distributiontbé interarrival and the normalised to one. Théritigtion of this
counter from the empirical value at point 30 secotod60 seconds is linear and is distributed arabhadheoretical (CDF)

but behaves as an exponentially distributed functitence, p = 0.01103.
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The cumulative distribution functions of the servicméi. Considering service time distribution, Eq. \(&s used
to calculate the theoretical values with a servate of 0.01103 and the empirical values were cdetput is observed
that from the empirical result that service was completed within 30 seconds. From 30 seconds tee@d@nds, the
empirical values move away from the theoreticaugal but curve still follows the exponential disttion. The mean

gueue length is calculated using the computed gadiie and p. Thenean queue length,=1.410

This counterconsists of the following properties: Arrive 2, %&d Start 2, and Served End 2. The Interarrivaétim
(seconds) is calculated from the table. The armatd) =1/mean interarrival time = 6.872E-3. TGamulative distribution
functions of successive arrival. The theoreticdD L was calculated using the value of arrival &&72E-3. The values

of the empirical (CDF) was computed by finding cuative distribution of the interarrival and the nualised to one.
Quality of Service of New Customers and Handoff Cuemers using the Second Set of Data

For handoff customer, the average time spent # tiot@ of handoff customer/ total number of handoff67.56seconds.
For new customer, the average time spent = tatad thew customer/ total number of new customers 9513econds.
From the result, the handoff customer has a b&imdity of service than the new customer becausédémdoff customer

spends less time than the new customer.
CONCLUSIONS

The consequence of forced call termination caredecged by a good evaluation of handoff scheme. &fasuation helps
the system designer to make strategic decisiomfirave the Quality of Service. Since blocking a dwth call is less
desirable than blocking a new call, specific scheheve been developed to prioritize handoff whiatiuide handoff calls
qgueuing and guard channel. The queuing of hanaalfices the probability of forced termination ofadl due the lack of
available channel. Using the guard, channel immowWe probability of successful handoffs by resegva fixed or
adjustable number of channels for handoffs. Itisesved from the analysis of new customer and Hadstomer that
the handoff customers use less time than new cestamival in the counter. This gives the handaf§tomer a better
Quality of service. Similarly, drawing some infeces to cellular system, the handoff calls haveteb®uality of Service

in a cell than new call arrival.

The gathering of empirical data from the café gas@ useful model for the study. Two set of dateevemalysed
to authenticate results. The study examines thleramnival time distributions and the service timstributions using the
exponential distribution to determine their perfamoe. The empirical cumulative distribution was malised before
carrying out the plotting. The theoretical (CDFidaempirical (CDF) were plotted together on the sgtot. From the
results of the four interarrival time distributidanctions of the counters, the empirical cumulatigtribution functions
followed an exponential distribution and similarihe results of the four-service time distributioh the empirical
cumulative distribution function of the countersalfollowed the exponential distribution. Basedtbese results, it is
deduced that in the café, both the customer aramdl handoff customer are independent identicalcanvariables. This
also illustrate that the arrival rate and the servate are both Poisson. This result has a gamukpy for the modelling of

communication networks.
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