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Abstract – Vehicular Ad-Hoc Network is an emerging 

technology, mainly developed for road safety applications, 

entertainment applications, and effective traffic conditions. 

VANET applications work based on the accurate mobility 

information shared among the vehicles. Sometimes attackers 

manipulate the mobility information shared by the adjacent 

vehicle or neighboring vehicle, which results in terrible 

consequences. To deal with the illusion-based type of attacks, 

researchers have proposed enormous solutions. Unfortunately, 

those solutions could not deal with the dynamic vehicle 

conditions and variable cyber malfunctions, which reduces the 

misbehavior detection accurateness and increases the false-

positive rate. In this paper, the dynamic vehicle context is taken 

into account to propose a two solutions such as Miscellaneous 

VANET Classifiers based Misbehavior Detection Model (MVC-

MDM) and Ensemble Miscellaneous VANET Classifiers based 

Misbehavior Detection Model (EMVC-MDM). This model is 

constructed based on the Mobility Data Gathering phase, 

Mobility Context Feature Extraction phase, Mobility Context 

Feature Level Fixing phase, Hampel Filter based Context 

Reference Building phase, Constructing Miscellaneous VANET 

Classifiers based Misbehavior Detection model and Ensemble 

Miscellaneous VANET Classifiers based Misbehavior Detection 

phase. Vehicle context is prepared using the data-centric 

features and the behavior-based features of the vehicles. The 

Nonparametric Hampel filter and Kalman filter are used to 

building the context reference model. These filters discover the 

temporal and spatial correlation of the uniformity in the current 

mobility information. Vehicle features are extracted locally 

according to the stability, likelihood, and performance of the 

vehicles' mobility information. A random forest based learning 

algorithm is used to train and test the classifiers. The proposed 

MVC-MDM and EMVC-MDM has been simulated in various 

context scenarios and the presence of misbehaving vehicles. 

NGSIM dataset has been used for extensive simulation. The 

results prove that the effectiveness and the reliability of the 

proposed MVC-MDM and EMVC-MDM are higher than the 

existing misbehavior detection systems. 

Index Terms – Stability, Likelihood, Performance, Hampel 

Filter, Kalman Filter. 

1. INTRODUCTION 

In Vehicular Ad-hoc Network, Vehicle automation has 

become true due to the advancements of artificial intelligence 

in embedded systems. Vehicles in the VANET environment 

gather their position information from the On-Board Units 

(OBU) such as sensors like GPS, accelerometer, speedometer, 

cameras, RFID, etc. [1]. The vehicles communicate with each 

other which is Vehicle to Vehicle (V2V) or with the Road 

Side Units which is the Vehicle to Infrastructure (V2I) use 

Wireless Access for Vehicular Environment (WAVE) 

technology. By communicating with each other, the vehicles 

can extend their observation beyond their OBU. So that 

vehicles can be aware of unknown attacks and false messages 

up to their communication range of 1km.  

In the VANET environment, automated vehicles get the 

ability to find dangerous driving situations such as accidents, 

damaged roads, and bad weather conditions. VANET 

applications heavily depend upon the accuracy and the 

reliability of the mobility information shared by other 

adjacent vehicles (neighboring vehicles). Mobility 

information sends by the adjacent vehicles contains the details 

of the adjacent vehicle such as position, velocity, direction, 

acceleration, driving status, etc. This mobility information is 

packed as a beacon message and broadcast to other vehicles. 

The purpose of this mobility message is to warn other 

adjacent vehicles about the hazards during their travel [2].  

The VANET applications fixed in the adjacent vehicles use 

the mobility information to predict the true position of the 

broadcasting vehicle. This prediction improves road safety 

and enhances network performance. Basic Safety Messages 

(BSM) and the Cooperative Awareness Messages (CAM) are 
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the fundamental safety messages (BSM.1 IEEE standard and 

CAM ETSI standard). Both the safety message standards 

ensure that the vehicles share their mobility information to all 

the vehicles crossing their communication range at a high rate 

within a single-hop communication. In VANET, vehicles 

should broadcast 10 messages per second within a 1 km 

communication range. In such situations, mobility messages 

encounter attacks during the transmission and loss integrity. 

Therefore, VANET applications must have strong security 

models [3]. In this paper, Misbehavior Detection System and 

Misbehavior Detection Model represent the same meaning.  

VANET applications subject to enormous types of cyber-

attacks. When vehicles share their mobility information, 

attackers interrupt the message, manipulate their context, and 

spread false information. Therefore, the integrity of those 

mobility messages is very important. For Instance, malicious 

software can damage the vehicles’ computing system and the 

attackers could easily control the vehicle. This type of vehicle 

is called misbehaving vehicles. Sometimes misbehaving 

vehicles share false information about the vehicle. False 

information may cause disastrous events such as accidents. 

Illusion attacks are common attacks in the Vehicular network, 

which create an imaginary position of the vehicle and trigger 

the adjacent vehicle to react to the unreal events [4]. Attackers 

steal the vehicle control and use that vehicle for misbehaving 

activities such as assassinations, terrorist activities, 

kidnapping, redirect the traffic flow to make accidents or 

create heavy traffic. Such misbehaving acts may force the 

vehicles to meet with critical situations. This situation results 

in significant changes in traffic flow, bandwidth utilization, 

and the performance of the VANET applications. Security 

challenges and the possible faced by VANET applications are 

discussed in [5] [6] [7]. Based on the studies, faulty data-

based attacks or illusion attacks cause high threats and 

damages and they are difficult to detect. Detection problems 

are one of the main challenges in VANET. This research work 

is focused on the misbehavior detection process of vehicles 

that spread faulty data.  

Based on cryptographic techniques, numerous solutions have 

been offered to increase the truthfulness of the mobility 

information of vehicles [8] [9] [10]. Unfortunately, these 

solutions are lacking in detecting the misbehaving up to a 

satisfactory level. Misbehaving vehicles continue to 

manipulate mobility data and spread false information among 

vehicles. Cryptographic techniques easily allow attackers to 

alter the mobility data before it starts its job. To safeguard 

from misbehaving vehicles, it is important to detect those 

vehicles and be aware of the faulty message send by those 

vehicles. Studies talk about many solutions for the problems 

in misbehavior detection. However, most of these existing 

solutions are unable to detect faulty data, which results in 

vulnerable situations. The related work section reviews the 

existing misbehavior detection models in detail. To solve 

misbehaving detection problems, a new Ensemble 

Miscellaneous VANET Classifiers based Misbehavior 

Detection Model (EMVC-MDM) is proposed in this paper. 

The proposed EMVC-MDM is constructed with six phases as 

follows, the mobility data gathering phase, mobility context 

feature extraction phase, mobility context feature levels, 

Hampel filter based context reference building, constructing 

Miscellaneous VANET Detection Model (EMVC-MDM). 

The Broadcasting Vehicle (BV) gathers the mobility 

information using the Kaman filter in the first phase. Mobility 

information contains the vehicles' position, velocity, direction, 

and acceleration. The uncertainty present in the mobility 

message is removed by the Optimal Innovation based 

Adaptive Estimation Kalman filter (OIAE-KF) algorithm. The 

next step is broadcasting the mobility information effectively 

to the adjacent vehicles (neighboring vehicles) using Traffic 

Condition Aware Customized Beacon Broadcasting (TCA-

CBB) method.   

The second phase is the mobility context feature extraction 

phase. In this phase, features are selected from the mobility 

information to classify the vehicles. The Stability based 

feature is selected to analyze the position prediction error and 

velocity prediction errors. The Performance based feature is 

selected to examine the vehicle behavior. The likelihood 

based feature is extracted to study the transmissions within 

the range of the vehicle and the intersection within the range 

of the vehicle. The third phase is setting up the levels of the 

extracted features. The stability level (SL) feature is set at 

Level 1 (L1) while the Likelihood Level (LL) feature is set at 

Level 2 (L2) for transmission range based feature and Level 3 

(L3) for intersection based feature. The performance based 

feature is set at Level (L4). The fourth phase is Hampel filter 

based context reference building where; contextual references 

are built using the features extracted from the mobility 

information. Hampel filter is used to remove the outliers from 

the context reference.  

The fifth phase constructs the Miscellaneous VANET 

Classifiers using the contextual references built from the 

features. The standard z- score outlier detection method is 

used to perform the reliability computation. The output of the 

standard Z-score determines whether the adjacent vehicle is a 

trusted vehicle or misbehaving vehicle. Each feature is tested 

for the standard z- score and constructed the classifiers. These 

classifiers are independent classifiers without taking the 

correlation between the classifiers. The sixth phase analyzes 

the correlation between the classifiers and creates an 

ensemble miscellaneous classifier. The random forest method 

is used for creating ensemble classifiers. Each classifier is 

trained using random sample features. The majority voting 

scheme combines the outputs of the classifiers and the 

misbehaving detection rate is improved by the ensemble 

approach. The outputs of the final random forest based 

ensemble classifiers are analyzed under the weighted average 
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for the final decision to conclude whether the adjacent vehicle 

is a trusted or misbehaving vehicle.  

The contribution of the paper is as follows: 

Mobility based features are extracted from the stability, 

performance, and likelihood characteristics of a vehicle to 

effectively analyze the context. The mobility context feature 

level is determined for each derived feature.  

Mobility Context reference is created by the Hampel filter, 

which removes the outliers using the temporal and spatial 

relationship of the mobility information. The Scatter plot 

method visualizes the data observed.  

Miscellaneous VANET Classifiers based Misbehavior 

Detection Model (MVC-MDM) is built based on the Hampel 

filter based context references. These classifiers perform 

misbehavior detection independently on each feature. The 

standard Z-score algorithm is used to enhance the 

misbehavior detection accuracy and covers enormous attacks.  

Finally, all the classifiers are integrated to form an Ensemble 

Miscellaneous Classifiers based Misbehavior Detection 

Model (EMVC-MDM). Without ensemble, the classifiers 

work independently and not considering the correlation 

between the classifiers. This approach is vulnerable to 

VANET applications. Therefore, an ensemble based 

miscellaneous classifier is constructed. The output of the 

Miscellaneous VANET classifiers (MVC-MDM) is given as 

the input to the Ensemble Miscellaneous Classifiers based 

Misbehavior Detection Model (EMVC-MDM) which 

effectively detects the misbehaving vehicles.  

This paper is organized as an introduction in section 1and 

related works are discussed in section 2. Section 3 explains 

the proposed method EMVC-MDM. Performance evaluation 

of the proposed method is discussed in section 4. A detailed 

description of the results obtained by the simulation of the 

proposed method is described in section 5. Conclusion and 

reference of future research are discussed in section 6. 

2. RELATED WORK 

Several solutions have been proposed for misbehavior 

detection. Misbehavior Detection System (MDS) is one of the 

important studies in VANET. Misbehavior detection is 

classified based on three approaches such as behavioral based, 

data centric based and hybrid based approaches. A complete 

study if these approaches are analyzed in reference [11]. 

Behavior based approach is defined as if a vehicle does not 

act according to the designed behavior of the VANET 

protocols and applications. Watchdog mechanism is the 

popular method used for behavioral based attacks [12] which 

frequently monitors the vehicles’ behavior such as 

broadcasting behavior and forwarding behavior in the 

VANET routing protocol. For instance, observing the 

broadcasting behavior helps to detect the Denial of Service 

(DOS) attacks, and observing the forwarding behavior help in 

detecting wormhole attacks. Even though there are some 

limitations in behavioral based detection. It is not suitable for 

vehicles, which send defective data; moreover, behavioral 

based detection only focuses only on observing the behavior 

against the protocols. Unfortunately, vehicles, which spread 

faulty data, will neither go against the protocol rules nor act 

against the expected behavior. Another approach is data 

centric based misbehavior detection [13]. The Data centric 

approach is again categorized as context based or event based 

misbehavior detection. False congestion warnings, fake crash 

notifications, and bogus emergency messages could be 

detected by the event based misbehavior detection system. 

Even though the event based detection model performs well, 

it is limited to only a certain type of events such as accidents, 

crashes, and congestion. But this type of approach is 

suggested by many authors. [14]. 

Context based data centric is an interesting approach where 

most of the VANET protocols and applications rely on the 

accurate context information. Therefore, the context based 

data centric approach has several advantages in misbehavior 

detection. Different types of attacks can be detected by this 

approach such as spreading fake event messages and bogus 

congestion information [15]. VANET attackers mostly 

concentrate on the context of the mobility information, so that 

they could easily create extremely dangerous situations while 

attackers remain undetected. This paper focuses on the 

mobility information send by the broadcasting vehicle to 

develop the misbehavior detection model. This type of MDS 

is more feasible than the event based MDS. Because event 

based MDS attempts to detect the attack at the early stage 

[16].  

Data centric based MDS use likelihood checking and stability 

checking in the mobility information. Likelihood based 

detection makes use of the real time data for detecting, unlike 

data. For instance, a vehicle cannot exist in various locations 

at the same time. Stability based MDS compares the origin of 

the message coming from various senders. For instance, the 

speed measured by the speedometer should be the same as the 

velocity generated by the positioning sensors of the vehicle. 

Under controlled conditions, stability and likelihood based 

approaches could detect the attacks effectively and the 

reliability and the accuracy of the mobility information can be 

gathered [17].  

However, VANET applications are highly dynamic, and 

controlled conditions will not be appropriate. Besides, the 

accuracy and trustworthiness of the mobility information are 

doubtful in these controlled conditions. All the existing 

misbehavior detection systems use static threshold values to 

identify the misbehavior. This static threshold based approach 

results in a low detection ratio and high false positive rate. 
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Authors of Data Centric Context Aware Misbehavior 

Detection System (DCA-MDS), proposed an effective MDS, 

which moderately increased the detection accuracy and 

reduced the false positive rate. Unfortunately, this approach 

was unable to detect the misbehaving vehicle. DCA-MDS is 

exposed to VANET context based attackers who manipulate 

the context of the mobility information [18].  

To overcome this issue, the only solution is to integrate the 

data –centric based approach with a behavioral based 

approach. In this paper, the above said integration approach is 

called the Miscellaneous based approach. The theory is that 

the context based attacker will be interested in injecting false 

information into the victim's vehicle. For instance, 

incrementing broadcast rate will result in unusual behavior of 

the vehicles which meet the same context compared to 

adjacent vehicle.  

Bissmeyer and Michal proposed a model that combines data-

centric based detection and behavioral based detection, which 

is named Entity Centric Trust based Misbehavior Detection 

System (ECT-MDS) [16]. Ghaleb et al proposed the 

Misbehavior-Aware On-Demand Collaborative Intrusion 

Detection System (MA-CIDS) based on the ensemble 

learning method to enhance the efficiency of intrusion 

detection in VANET [17]. The outputs of the classifiers are 

used as the input for the robust weighted voting scheme. But 

the authors have used the static thresholds for detection. 

Moreover, the classifiers are used as independent classifiers 

without considering the correlation among them. Thus 

Bissmeyer model is exposed to attacks such as an imaginary 

situation where the attackers spread imaginary traffic 

situations. Stubing’s MDS (SMDM) combines data centric 

and behavioral based techniques [18].  

SMDS is the baseline for comparison which was used by 

many researchers. To defend against an extensive range of 

misbehaviors and attackers, data-centric and behavioral based 

miscellaneous misbehavior detection model is a suitable 

approach. Many researchers in related works have suggested 

this approach. Most of the existing misbehavior detection 

models are based on static thresholds, which is not suitable 

for an ephemeral network like VANET.  

In most cases, the correlations between the classifiers were 

not considered. When the classifiers act independently, they 

could not produce effective results. Therefore, ensemble 

based learning approaches such as Random forest, which 

combines the classifiers, and generates appropriate results. 

Zhang and Chunhua proposed Dempster – Shafer theory 

(DST) and Support Vector Machine-based misbehavior 

detection mechanism as the solution for false message attack. 

This mechanism works based on the data trust and the vehicle 

trust. Even though the DST mechanism does not consider the 

correlation between the classifier [19]. 

3. THE PROPOSED ENSEMBLE MISCELLANEOUS 

VANET CLASSIFIERS BASED MISBEHAVIOR 

DETECTION MODEL (EMVC-MDM) 

To resolve the problem of illusion-based attacks in VANET, 

the proposed Ensemble Miscellaneous Classifiers based 

Misbehavior Detection Model (EMVC-MDM) constructs 

multifaceted classifiers based on the features extracted from 

the mobility information. Unsupervised non-parametric 

methods such as Hampel filter and Kalman filter are used for 

context representation. Mobility information is the backbone 

for VANET applications, which is the target for many 

attackers. For instance: Illusion based attacks that create an 

imaginary situation or spreads a false message among the 

vehicles.  The proposed method is constructed of a set of 

miscellaneous unsupervised classifiers to filter the outliers, 

which enhances the efficiency of the misbehavior detection 

model.  

The proposed EMVC-MDM is deployed in each connected 

vehicle to identify the misbehavior at the very early stage 

before starting the attack. Therefore, the proposed EMVC-

MDM is a host-based model. The features of the mobility 

information are used for composing the context reference, 

which trains the ensemble classifiers. Unsupervised statistical 

methods such as the Hampel filter is used so that the model 

could adapt to any alteration in the context. Kalman filter first 

gathers the recent mobility data from the adjacent vehicle. 

The whisker plot is a method to summarize the mobility 

information on a regular interval, which shows the shape of 

the distribution and the variability. Hampel filter identifies the 

outliers in the distribution. The outliers of the Kalman filter, 

Whisker plot, and Hampel filter are considered as 

misbehaviors.  

The proposed EMVC-MDM is developed based on six 

phases. The mobility data gathering phase, mobility context 

feature extraction phase, mobility Context features levels, 

Hampel filter based context reference building phase, 

constructing miscellaneous VANET classifiers, and Ensemble 

miscellaneous VANET classifiers based misbehavior 

detection model. 

3.1. Mobility Data Gathering Phase 

The Mobility Data Gathering phase is made up of two main 

units. Obtaining mobility information from the individual 

vehicle and broadcasting the mobility data among the adjacent 

vehicles. The adjacent vehicle can recreate the absent data in 

its surrounding area. After obtaining the mobility information 

from the adjacent vehicle, the data is prepared for context 

representation.  

3.1.1. Obtaining Mobility Information 

The positioning sensors such as gyro sensor, speedometer, 

and accelerometer are used to obtain the mobility data from 
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each vehicle. Unfortunately, these sensors are vulnerable to 

environmental noise and dynamic traffic conditions. This 

issue is treated with an enhanced Kalman Filter technique, 

which is also called Optimal Innovation based Adaptive 

Estimation Kalman Filter (OIAE-KF) [20]. The uncertainty 

encountered in the observations of positioning sensors is 

rectified using OIAE-KF.  The main benefit of OIAE-KF is to 

estimate the measurement noise covariance and automatically 

swap the observations from Adaptive Kalman Filter to Dead 

Reckoning. OIAE-KF improves the position prediction 

accuracy in dynamic noise environments.  

3.1.2. Broadcasting the Mobility Information  

A high broadcasting rate is not suitable for the VANET 

environment due to its ephemeral characteristics. Mobility 

information is accessed by all the vehicles, so the high 

broadcasting rate decreases the performance of the VANET 

application. Traffic Condition Aware Customized Beacon 

Broadcasting (TCA-CBB) method concentrates on the issue 

and moderately reduces the broadcasting rate according to the 

vehicle traffic condition.  TCA-CBB is constructed based on 

two main components, namely Broadcasting Vehicle Segment 

(BVS) and Adjacent Vehicle Segment (AVS). BVS gathers 

the mobility information from the adjacent vehicle.  

Traffics condition estimation unit calculates the model 

parameters of the mobility information in terms of position, 

velocity, and direction. Self-position estimation module 

predicts the recent position of the broadcasting vehicle. The 

error threshold determines the importance of the beacon 

message. If the importance of the beacon message is high, a 

complete beacon is constructed and broadcasted. The adjacent 

vehicle receives the broadcasted beacon message and predicts 

its current position and verifies it with the received position. 

The omitted or lost message is reconstructed at the adjacent 

vehicle. Figure 1 shows the diagrammatic representation of 

the mobility data gathering phase. 

3.2. Mobility Context Feature Extraction Phase 

When mobility data gathering from the adjacent vehicle is 

completed, context features are derived from the mobility 

data. Three main categories of features are derived, such as 

stability-based features, performance based features, and 

Likelihood based features.   

3.2.1. Stability Based Features 

The vector of the divergence between the estimated and the 

actual received mobility data, which is also called innovation 

error, is considered as the stability based features. Therefore, 

four measurements such as longitude position prediction 

error, latitude position prediction error, longitude, speed 

prediction error, and latitude, speed prediction error are 

considered as stability based features with fixed acceleration 

and two-dimensional state vector.  

1. X-axis Position Prediction Error - The variation 

between the longitude measurements received from 

the adjacent vehicle and the predicted one by using 

the TCA-CBB algorithm.  

2. Y-axis Position Prediction Error - The variation 

between the latitude measurements received from the 

adjacent vehicle and the predicted one by using the 

TCA-CBB algorithm. 

3. X-axis Velocity Prediction Error- The ratio of the 

change of longitude speed prediction error 

4. Y-axis Velocity Prediction Error- The ratio of the 

change of latitude speed prediction error 

3.2.2. Likelihood Based Features 

Two main characteristics are considered as the Likelihood 

Based Features, such as Transmission range based feature and 

Intersection based feature. Transmission Range Based 

Feature, which is the distance between all broadcasting 

vehicles and the receiver vehicle (holds the MDM). This 

distance is measured using a Euclidean distance calculation. 

Intersection Based Feature, which represents the number of 

times vehicle intersecting adjacent vehicle's communication 

area.  

3.2.3. Performance Based Features 

The following features, Broadcasting Rate, Broadcasting 

Delay, Jerk Acceleration, Received Beacons, Velocity 

deviation and connection length represent the vehicles' 

performance. These features are considered Performance 

Based Features.  

1. Broadcasting Rate- The average of the number of 

successfully received beacons in a certain connection 

length.  

2. Broadcasting Delay- The average difference between 

the beacon creation time and received time at the 

adjacent vehicle.  

3. Jerk Acceleration- The ratio of the difference in 

acceleration. 

4. Received Beacons- The total number of beacons 

received at the adjacent vehicle from the sender 

vehicle. 

5. Velocity deviation- The difference between the 

velocity of the sender vehicle and the adjacent 

vehicles 

6. Beacon time epoch- The time difference between the 

current epoch time and the first received beacon 

message from the adjacent vehicle. 
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Category Features  

Stability 

Based 

Features 

X-axis Position Prediction Error SL (L1) 

Y-axis Position Prediction Error  

X-axis Velocity Prediction Error  

Y-axis Velocity Prediction Error  

Likelihood 

Based 

Features 

Transmission Range Based 

Feature 

PL(L2, 

L3) 

Intersection Based Feature  

Performance 

Based 

Features 

Broadcasting Rate LL(L4) 

Broadcasting Delay  

Jerk Acceleration  

Received Beacons  

Velocity Deviation  

Beacon Time Epoch  

Table 1 Mobility Context Features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Mobility Data Gathering Phase

3.3. Mobility Context Feature Levels 
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based features decide the Stability Level (SL) of each 
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Intersection Level (L3). Performance based features decide 

the Performance Level (PL) that examines the vehicles’ 

communication behavior. L4 represents the Performance 

Level. The algorithm shows the systematic process of feature 

extraction mobility information to derive the mobility context 

reference. OIAE-KF and TCA-CBB are used to generate the 

mobility information and the Whisker Plot visualizes the data 

received. Table 1 illustrates the features and their levels 

derived from the mobility information. 

3.3.1. Stability Level (SL) – L1 

Each vehicle gathers the mobility information using mobility 

data gathering modules. Due to the ephemeral network and 

harsh surroundings in VANET, mobility data gathering 

sensors and positioning units such as GPS may contain 

uncertainty in measurement. To overcome this issue, an 

Optimal Kalman filter based algorithm (OIAE-KF) and 

Traffic condition aware broadcasting method is used. The 

Kalman filter is used to measure and predict the mobility data 

from an adjacent vehicle. The innovation sequence shows the 

variation between the actual mobility data and the measured 

mobility data. Innovation sequence is also used to construct 

the stability of the mobility information. Whisker plot 

mechanism visualizes the innovation sequence predicted at 

various time epochs to minimize the error between the 

innovation sequence send by the adjacent vehicle. The 

Stability based feature is extracted in two ways. A series of 

vectors represents the Innovation Sequence (IS) measured at 

each time epoch for each adjacent vehicle as shown in 

equation (1). 

𝐼𝑆𝐵𝑉(𝑖) = {… . . 𝑧𝑘−1
𝐴𝑉(𝑖)

, 𝑧𝑘
𝐴𝑉(𝑖)

, 𝑧𝑘+1
𝐴𝑉(𝑖)

, … … } (1) 

The following equation (2) shows how to calculate the 

innovation sequence error of an adjacent vehicle.  

𝑧𝑘
𝐴𝑉(𝑖)

=

{
𝑦𝑘

𝐴𝑉(𝑖)
− �̌�𝑘|𝑘−𝜆(𝑖)

𝐴𝑉(𝑖)
                𝑖𝑓 𝑏𝑒𝑎𝑐𝑜𝑛 𝑖𝑠 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙𝑙      

𝑧𝑘−𝜆(𝑖)
𝐴𝑉(𝑖)

× (𝑘 − 𝜆(𝑖))            𝑒𝑙𝑠𝑒                                               
(2) 

Where zk
AV(i)

 is the vector that holds the innovation error at 

the time epoch k of the adjacent vehicle AV(i). yk
AV(i)

is the 

vector that holds the mobility information received at the time 

epoch k from adjacent vehicle AV(i). y̌k|k−λ(i)
AV(i)

is the vector 

that holds the mobility information predicted at time epoch k 

using last received beacon messages and adjacent vehicle 

prediction method (TCA-CBB). λ(i)represents the time epoch 

of the last received beacon. The next step is each vehicle 

visualizes the innovation errors and removes the outliers, 

which are denoted as Ok
AV(i)

in each vehicle’s locality. Ok
AV(i)

is 

generated using the Scatter Plot method. The Scatter Plot is 

used for data visualization and shows the relation between 

them.  Outliers are found due to the randomness of the 

innovation sequence and the harshness of the VANET 

environment. Therefore, the Stability Level (SL), which is L1, 

is used to estimate the mobility information stability of the 

vehicle at time epoch k. The stability Level could be 

calculated as follows where m is the slope of the graph, 

Mk(i)is the upper limit of the Scatter plot and zk
AV(i)

is the 

innovation error as shown in equation (3) and equation (4). 

𝑆𝑐𝑎𝑡𝑡𝑒𝑟 𝑝𝑙𝑜𝑡 (𝑦) = 𝑚𝑥 + 𝑏  (3) 

𝐿1𝑘
𝐴𝑉(𝑖)

= max(𝑀𝑘(𝑖), 𝑧𝑘
𝐴𝑉(𝑖)

)  (4) 

3.3.2. Likelihood Level (LL) – L2, L3 

Likelihood based features decide the Likelihood Level (LL) 

of each adjacent vehicle. Likelihood Level (PL) is subdivided 

into Transmission Range Level (L2) and Intersection Level 

(L3).  

1. Transmission Range based Likelihood Level - L2 

It is a fact that vehicles in the VANET environment can 

communicate and exchange data only within a certain range. 

Based on this fact transmission range based feature is derived. 

As mentioned earlier, due to the dynamic nature and harsh 

environment, the communication range may vary in context. 

Thus the new vehicles’ communication range is selected as a 

transmission range based feature (L2).  L2 can be calculated 

as follows for vehicle AV(i) at time epoch (k) which is shown 

in equation (5) 

𝐿2𝑘=0
𝐴𝑉(𝑖)

=  ‖𝑝𝐵𝑉(𝑎1,𝑏1) − 𝑝𝐴𝑉(𝑎2, 𝑏2)‖ (5) 

Where pBV(a1,b1) and pAV(a2, b2)represents the position 

predicting vectors for a Broadcasting vehicle (BV) and the 

Adjacent Vehicle (AV). L2k=0
AV(i)

is the Euclidian distance 

measurement between BV and AV.  

2. Intersection based Likelihood Level - L3 

Vehicle intersection is monitored using the Norbert 

Bissmeyer method [14]. Intersection Level L3k
AV(i)

 is the 

number of times subject vehicle AV(i) intersects other 

adjacent vehicle’s AV(j) communication range in a Moving 

Window time (MW). The Intersection based Likelihood Level 

is calculated as shown in equation (6). 

𝐿3𝑘
𝐴𝑉(𝑖)

=  ∑ 𝑏𝑖𝑛𝑘
𝐴𝑉(𝑖,𝑗)𝑀𝑊

𝑘=0   (6) 

Where bink
AV(i,j)

holds the binary result of intersection absence 

or presence between vehicles (AV(i,j)) at time epoch k.  

3.3.3. Behavior based Performance Level (PL) - L4 

Performance based features are derived based on the spatial 

correlation between the Broadcasting vehicle behavior. 

Behavioral reference could decide the misbehaving act of a 
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vehicle. L4 is calculated as shown in equation (7), where 

L4k
AV(i)

denotes the Performance Level (L4). 

𝐿4𝑘
𝐴𝑉(𝑖)

=
𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑠𝑐𝑜𝑟𝑒

𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒𝐿𝑒𝑛𝑔𝑡ℎ
 (7) 

3.4. Hampel Filter Based Context Reference Building 

Context Reference is built using the features derived from the 

mobility information and Kalman Filter. Four context 

references are built, namely, Stability Context Reference, 

Transmission Range Context Reference, Intersection Context 

Reference, and Performance Context Reference. These 

context references represent the miscellaneous context. When 

developing time series models, clear datasets are required. 

There must not be any lost data or outliers and other 

anomalies. But VANET datasets have outliers and anomalies 

due to harsh environments. The Hampel filter is used to build 

context references without outliers and replace them with 

more provisional values. For every moving window, the 

Hampel filter evaluates the median. Windows standard 

deviation is calculated with the Median Absolute Deviation 

(MAD) which is shown in figure 2.  

𝜎 = 1.4826 𝑀𝐴𝐷 

If any point in the window exceeds more than 3σ apart from 

the window’s median, Hampel filter decides that the point is 

an outlier and replaces it with a moving window median.  

In figure 2, Xs represent the feature data. Hampel filter centers 

the window to add length. The local median mi and the 

standard deviation σiare computed in the recent window of 

data. The standard deviation of the current window compares 

with a threshold value ασ. If the difference between the 

current feature data and the local median is a greater threshold 

value of standard deviation, Hampel filter decides that the 

current feature data  Xs as an outlier. Then replaces the outlier 

with 𝑚𝑖 . (i.e) |𝑋𝑠 − 𝑚𝑖| > 𝛼𝜎 ×  𝜎𝑖 .  

Let f be a feature extracted from an adjacent vehicle at time 

epoch k. x ϵ L1, L2, L3, L4. Context reference is denoted as Rk 

at time epoch k. The context reference is calculated as shown 

in equation (8).  

𝑅𝑘 = {

𝑚𝑘 = 𝑚𝑒𝑑𝑖𝑎𝑛 (𝑓)

𝑚𝑎𝑑𝑘 = 1.4826 × 𝑚𝑒𝑑𝑖𝑎𝑛 {|𝑓 − 𝑚𝑘|}
𝑈𝑘 =  𝑚𝑘 +  𝜈 × 𝑚𝑎𝑑𝑘

𝐿𝑘 =  𝑚𝑘 −  𝜈 × 𝑚𝑎𝑑𝑘

 (8) 

Where mk is the median and madk is the median absolute 

deviation. Uk is the upper bound of the Hampel filter and 

Lk is the lower bound of the Hampel filter. ν represents the 

threshold. Threshold values are fixed based on the 

experiments that maximize the accuracy. Context references 

are constructed and update for every 100 ms to capture 

extremely varying temporal and spatial changes of the 

context features. 

 

Figure 2 Hampel Filter Based Outlier Detection 

3.5. Constructing Miscellaneous VANET Classifiers Based 

Misbehavior Detection Model (MVC-MDM) 

Miscellaneous VANET Classifiers are constructed using the 

context reference created based on the features extracted from 

the mobility information and they are used to identify the 

possible misbehaving vehicles. The first classifier is the 

stability based classifier and the next two are likelihood based 

classifiers. Finally, a performance based classifier. Context 

references are used by the MVC-MDM to distinguish between 

gentle and malicious vehicles. The fundamental operation of 

the Classifiers is summarized as follows. The model 

parameters are taken from the context references, which are 

used to evaluate the reliability of the mobility information, 

send by the adjacent vehicles. The standard z- score outlier 

detection method is used to perform the reliability 

computation. Standard Z-score is represented as shown in 

equation (9). 

z =
x−μ

σ
   (9) 

Where f is the values of the features, σ is the standard 

deviation and μ is the arithmetic mean. The standard Z-score 

method used in this paper is represented as shown in equation 

(10). 

zk
AV(i)

=
fj(k)
AV(i)

−m
k

fj

mad
k

fj
  (10) 

Where  zk
AV(i)

 is the standard Z-score of the adjacent vehicle 

AV(i). fj(k)
vi  is the feature representing the context of a time 

epoch k. Here μ is replaced with the medianm
k

fj
 and σ is 

replaced with median absolute deviation mad
k

fj
. Different 

statistical classifiers are established considering the context 

reference and vehicle scores. Varying Miscellaneous VANET 

Classifiers have been developed based on the vehicle scores 

and context reference. Each feature is tested with multiple 

experiments to identify the status of the vehicle behavior. The 

output of the classifiers is denoted as shown in equation (11). 

𝑀𝑉𝐶𝑘
𝐴𝑉(𝑖)

=

{
0             𝑡𝑟𝑢𝑠𝑡𝑒𝑑 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑖𝑓 𝐿𝑘 < 𝑧𝑘

𝐴𝑉(𝑖)
< 𝑈𝑘 

1                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝑚𝑖𝑠𝑏𝑒ℎ𝑎𝑣𝑖𝑛𝑔 𝑣𝑒ℎ𝑖𝑐𝑙𝑒
(11) 
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Figure 3. The proposed MVC-MDM and EMVC-MDM 
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Figure 4 Diagrammatic Representation of the Process of the Proposed EMVC-MDM 

This procedure is followed to all the context reference model 

parameters to construct all classifiers such as stability-based 

classifier, likelihood based classifiers namely transmission 

range and intersection based classifiers, and performance 

based classifier. Equation 10 calculates the standard z score of 

each vehicle according to all the features derived from 

mobility information. Equation 11 finally evaluates whether 

the adjacent vehicle AV(i) is a trusted vehicle or misbehaving 

vehicle. The output is given to logical OR operation to 

identify the final decision. Logical OR derives that if the 

classifier delivers positive output, then the adjacent vehicle is 

determined as the misbehaving vehicle. The next section 

explains the working process of each classifier. 

3.6. Ensemble Miscellaneous VANET Classifier based 

Misbehavior Detection Model (EMVC-MDM) 

Pre-detection and vehicle evaluation was done in the previous 

phase. Miscellaneous VANET Classifiers are built as shown 

in figure 3. In these classifiers, the input variables are 
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assumed as independent variables. For each mobility feature, 

a classification rule was developed. Miscellaneous VANET 

Classifiers do not consider the relationship between the 

variables. Representing such a classifier design would be 

vulnerable to context-based attackers. The limitation of 

independent classifiers is they can only detect the outliers that 

diverge from the mobility context reference. This results in a 

successful attack for the attacker who continuously 

manipulates the mobility data message. To detect such 

complex attacks, the relationship between the input mobility 

features is taken into account. For instance, the innovation 

error, which is the consistency, based feature correlated with 

the broadcasting rate feature, which is the performance based 

feature.  

An attacker may increase the broadcasting rate and easily 

spread false information to the adjacent vehicles. If the 

broadcasting rate were high, the Kalman filter innovation 

errors would reduce. So the broadcasting rate will not exceed 

the context reference limits. So to detect sophisticated attacks, 

the independent classifiers should not ignore the correlation 

among the mobility features. In VANET, gathering adequate 

mobility information is a challenging task. Therefore, for 

identifying previous data patterns, the data received is mined.  

The relationship between the features remains stationary, so a 

supervised learning method can be used for predicting 

complex attacks.  

Thus an ensemble classifier learning-based decision making 

model is created using the random forest method. Random 

forest decision tree based classifiers are created. Each 

classifier is trained using random sample features. The 

majority voting scheme combines the outputs of the classifiers 

and the misbehaving detection rate is improved using the 

random forest algorithm. Figure 3 shows the working 

procedure of the proposed ensemble learning model based on 

the Miscellaneous VANET Classifiers.  

There are two main tasks done in the EMVC - MDM model, 

Offline training and online prediction operation. The dataset 

is prepared first offline training by injecting dynamic noises 

to simulate the VANET noise environment. Under different 

communication scenarios, the prepared datasets are trained. 

The next step is to inject complex attack types into the vehicle 

trajectories, which creates faulty mobility information. The 

features are derived based on the context and the context 

references are built using the features derived from the 

context. The mobility context feature levels and the outputs 

from the classifiers are used as the input to the random forest 

algorithm. By combining the random forest based classifiers 

and the Miscellaneous VANET Classifiers model the online 

operation for prediction is carried out. The outputs of the final 

RF based ensemble classifiers were analyzed under the 

average weight for decision making. The complete flow of the 

proposed EMVC-MDM model is shown in figure 4. 

3.7 Misbehavior decision phase  

The outputs of the RF based ensemble classifiers decide the 

final decision using the following equation (12). 

𝑀𝑘
𝐴𝑉(𝑖)

=  {
0              𝑡𝑟𝑢𝑠𝑡𝑒𝑑 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑖𝑓 

∑ 𝑐𝑤∗𝑐𝑜

∑ 𝑐𝑤
> 𝐶

1          𝑚𝑖𝑠𝑏𝑒ℎ𝑎𝑣𝑖𝑛𝑔 𝑣𝑒ℎ𝑖𝑐𝑙𝑒                      
 (12) 

Where Mk
AV(i)

is the final decision. cw is the weight and co is 

the output of the classifier j. 'C' is the weight of the classifier. 

4. PERFORMANCE EVALUATION 

To evaluate the performance of the proposed MVC and 

EMVC method, an extensive simulation has been conducted. 

First, all the common steps in experimenting with the 

misbehavior detection model are followed as communication 

simulation, creating misbehavior environment, dynamic noise 

injection, selecting an appropriate dataset, and processing the 

datasets. For simulation purposes, Network Simulator (NS2) is 

used to create the VANET environment, and Simulator for 

Urban Mobility environment (SUMO) is used as the traffic 

simulator. MATLAB is used for computation purposes. 

MATLAB simulates the communication channel and dynamic 

noises to predict misbehaving vehicles.  

2 - Ray ground reflection model is used to create VANET 

wireless channel. SUMO- Simulation for Urban Mobility tool, 

is used for traffic simulation. The osm file of the sample city 

view is created from the Open Street Map tool. The 

communication range between each vehicle is about 1 km. the 

maximum speed of the vehicle is 20 km/s. The simulation area 

is fixed as 1000 × 1000 meters. 200 vehicles are used for the 

simulation. Channel bandwidth is about 3 Mbps. Table 2 

shows the simulation parameters values used in this paper for 

simulation. 

4.1. Preprocessing of Datasets 

In this paper, datasets are gathered from Next Generation 

Simulation (NGSIM), which is a dataset of the real world 

traffic situation. NGSIM provides the real world vehicles’ 

trajectories such as position, velocity, acceleration, heading 

direction, etc. These datasets are recorded at each 100 ms by 

the vehicle sensors and positioning devices [21]. The dataset 

is subdivided into four clusters that include all types of driver 

activities. Each vehicle’s temporal features, spatial features, 

and behavioral features were selected. These features are used 

to find their variance and covariance. Clusters are formed 

depending upon the driver's behavior such as car flowing, 

random flowing, lane changing, and free flowing [22]. 

Simulation Parameters Values  

Max Speed  20 m/s 

Communication Range 1km 

Channel Bandwidth 3Mbps 
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Simulation time  500 seconds 

Simulation Area 1000×1000 meters 

Number of Vehicles 200  

Wireless Channel 2-ray channel 

Traffic Simulator SUMO 

Network Simulator NS 2.34 

Map Model OSM  

Wireless Channel 2-ray channel 

Table 2 Simulation Settings 

4.2. Injecting Environmental Noises 

In a VANET environment, vehicles subject to different 

noises. Noise is the error or an undesired random distribution 

of information. In this paper, three different noise types are 

used such as stationary white noise, dynamic non-stationary 

noise, and correlated noise based on the environmental 

conditions. Noise1 is considered as the combination of 

stationary white noise with zero means; Noise2 is considered 

as the non-stationary white noise with time-varying variance, 

and Noise3 is a correlated noise. Using different noise types 

helps in proving the effectiveness of the proposed algorithm. 

Stationary White noise occurs when vehicles travel on 

highways and rural environments [23]. In contrast, non-

stationary white noise occurs during traveling in harsh 

environments such as urban areas, cloudy or misty weathers, 

and tunnels. In those situations, signals are affected and 

damaged. Many researchers in the VANET positioning 

context analyzed these noise types. Noise1 generally occurs 

under Line of Sight (LoS) measurement conditions such as 

Global Navigation Satellite System (GNSS) based positioning 

in a blue sky environment [24]. Noise1 appears on the 

highway or rural environments. Noise2 occurs when vehicles 

travel in harsh environments such as clouds and trees. Cloud 

water bodies could absorb the signal. Noise3 happens 

explicitly, such as in tunnels, under bridges, and in the middle 

of town areas. The moving window size is 120, and the 

sampling rate is 100 milliseconds [25]. 

4.3. Evaluating Message Loss 

VANET applications nearly depend on the effect of the 

message loss ratio. To ensure that, the simulation for the 

proposed method is tested with ten communication scenarios, 

which have various traffic densities and produce a different 

message loss ratio [26]. Sixteen various traffic datasets have 

been conducted for each communication scenario. Entirely 

160 experiments were carried out to evaluate the proposed 

misbehavior detection model. NS2 is used as the network 

simulator, which connects the vehicles using WAVE 

communication. The maximum communication range 

between two adjacent vehicles is 1km and the broadcasting 

frequency is 10Hz. At the starting of Control Channel Interval 

(CCHI), each vehicle broadcasts a new beacon with a 

mobility message [27]. To evaluate the message loss ratio, the 

delay of the message is considered as a random variable using 

Poisson distribution. 

4.4. Creating Misbehaving Environment 

For assessing the misbehavior detection model in VANET, 

creating a misbehavior environment is the common step to be 

followed. Two types of misbehaving environments can be 

created such as attackers and flawed vehicles [28]. In this 

paper, two types of attacks are used to create the misbehavior 

environment such as common attacks and complicated 

attacks. Common attacks alter the mobility information, but 

not altering the context of the mobility information. An 

example of a common attack is fake position and positioning 

noises [29]. Complicated attacks are keen on mobility context. 

An example of a complicated attack is creating fake events, 

sudden brake applying, and prompt the vehicle to take a 

diversion. Flawed vehicles are of two types, hardware flaws, 

and software flaws. Vehicle flaw attacks are ignored in this 

paper. 

4.5. Performance Metrics 

In this paper, five performance metrics are used to compare 

the proposed method and the existing methods such as 

detection rate, detection accuracy, F-measure, specificity, and 

precision. The existing misbehavior detection models to 

compare with others generally use these metrics. Misbehavior 

Detection rate is the ratio of exactly detected attackers by a 

total number of actual attackers [30]. The detection rate is also 

called sensitivity or Recall. Misbehavior Detection accuracy 

is the ratio of the total number of exactly detected vehicles 

with a total number of vehicles. Otherwise, detection accuracy 

is also calculated as the sum of true positive detection and 

false positive detection divided by the total true positive, false 

positive, true negative, and false negative detections [31]. 

Precision refers to the rate of a total number of exactly 

detected attackers by the total number of vehicles classified as 

attackers. Specificity is the ratio between how many vehicles 

were exactly detected as misbehaving vehicles on how many 

vehicles are misbehaving. F-measure is to combine the two 

scores of recall and precision into a single score [32]. The 

false-positive rate is the probability of a false rate, when the 

true value is negative, the positive result will be given. These 

performance metrics are calculated using the following 

equations (13) to (18). 

 

𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 (𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(13) 

 

𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

 

(14) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (15) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (16) 

𝐹 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (17) 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (18) 

Where TP is the True Positive Rate, TN is True Negative 

Rate, FP False Positive Rate, FN False Negative Rate [30]. 

5. RESULTS AND DISCUSSION 

This section briefly discusses the performance of the proposed 

MDS compared with the existing MDS. The proposed MDS, 

Miscellaneous VANET Classifiers based Misbehavior 

Detection Model (MVC-MDM) and Ensemble Miscellaneous 

Classifiers based Misbehavior Detection Model (EMVC-

MDM) are weighed against the existing MDS such as ECT-

MDS [16], MA-CIDS [17], Stubing’s MDS (SMDS) [18] in 

terms of various performance metrics. SMDS is used as the 

baseline for examining the performance of the proposed 

MDS. This section is divided into two parts, where, first part 

explains the effectiveness of the proposed misbehavior 

detection model and the existing models. The second part 

explains the reliability achieved by the proposed and the 

existing misbehavior detection model.   

5.1. Results of Effectiveness 

Table 3 shows the results obtained by the proposed and 

existing MDS. This table shows that the proposed EMVC-

MDM has attained the best accuracy results in terms of 

misbehavior detection accuracy. Figure 5 shows the 

diagrammatic representation of the Effectiveness of the 

proposed MVC-MDM and EMVC-MDM in detail. The x-axis 

holds the proposed and the existing models and the y-axis 

holds the ratio obtained from that misbehavior detection 

models. EMVC-MDM achieves about 98.34% of accuracy, 

which means that 98.34% of vehicles exactly identified as 

misbehaving vehicles. Other proposed independent classifiers 

MVC-MDM could achieve 98.02% of misbehavior detection 

accuracy. The existing methods such as ECT-MDS, MA-

MDS, and SMDS obtains 87.21 %, 76.76%, and 70.21% ratio 

of accuracy respectively which is shown in figure 5.a. In 

Table 3, the precision ratio attained by the proposed EMVC-

MDS is 97.21% and proposed independent classifiers MVC-

MDM attain 96.02% of precision. Existing MDS such as 

ECT-MDS brings 85.30 precision, MA-CIDS brings 74.72% 

precision and SMDS brings 73.15% precision. These results 

show that the proposed EMVC-MDM achieves a high 

precision ratio shown in figure 5.b. The proposed EMVC-

MDM results highest recall ratio of 98.24% and MVC-MDM 

brings a 96.02% Recall value. But the existing method results 

in lower Recall values such as 74.14% by ECT-MDS, 63.86% 

by MA-CIDS, and 60.21% by SMDS. In figure 5.c, the results 

show, the proposed MDS achieves the highest Recall value 

among all the existing MDS. Specificity is one of the 

important performance metrics, which shows the effectiveness 

of the proposed model. Such that 95.64% of specificity is 

gained by the proposed EMVC-MDM and MVC-MDM gains 

95.21 % of specificity which is the highest one among the 

existing MDS. ECT-MDS achieves 74.01%, MA-CIDS 

achieve 72.15% and SMDS achieves 61.38% specificity 

which is shown in figure 5.d. The result of the F-measure tells 

how well the proposed model works on the misbehavior 

detecting process. Such that the proposed EMVC-MDM 

reaches 97.72% of F-measure. Another proposed model, 

MVC-MDM scores 96.46% of F-measure. However, the 

existing method could not reach such an F-measure value. 

ECT-MDS scores 79.32%, MA-CIDS scores 68.86% and 

SMDS scores 66.05% of F-measure value, which is shown in 

figure 5.e.  An effective misbehavior detection model should 

minimize the False Positive Rate (FPR) because the false 

positive rate will degrade the performance of the misbehavior 

detection method. Based on this fact, the proposed EMVC-

MDM minimizes the FPR up to 0.92% and MVC-MDM 

minimizes the FPR up to 1.01%. Nevertheless, the existing 

methods show 4.04% FPR by ECT-MDS, 5.43% by MA-

CIDS, and 6.26% by SMDS, which is shown in, figure 5.f. 

 

Model  Accuracy % Precision % Recall %  Specificity %  F-measure %   FPR % 

EMVC-MDM 

(Proposed) 98.34 97.21 98.24 95.64 97.72 0.92 

MVC-MDM 

(Proposed) 98.02 96.92 96.02 95.21 96.46 1.01 

ECT-MDS 87.21 85.30 74.14 74.01 79.32 4.04 

MA-CIDS 76.76 74.72 63.86 72.15 68.86 5.43 

SMDS 70.21 73.15 60.21 61.38 66.05 6.26 

Table 3 Results of Effectiveness 
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Figure 5 Results of effectiveness in terms of (a) Accuracy, (b) Precision, (c) Recall, (d) Specificity, (e) F-measure and, 

(f)False Positive Rate (FPR) 
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5.2. Results of Reliability 

The reliability is the robustness of the misbehavior detection 

models in various vehicle density scenarios. In this paper, 200 

VANET nodes (vehicles) have been used. The obtained 

results are shown in Table 4. Figure 6 shows the reliability 

obtained by the misbehavior detection models at various 

vehicle density scenarios. In these figures, the x-axis holds the 

number of vehicles to represent the various vehicle densities. 

Y-axis holds the ratio of the performance metrics achieved by 

the MDS. In figure 6.a, at different vehicle densities such as 

20, 50, 70, 100, 150, and 200, the proposed EMVC-MDM 

sets the average accuracy value of 98.50%. The proposed 

EMVC-MDM maintains the highest accuracy level compared 

to the other MDS. The proposed MVC-MDM evenly 

maintains the average accuracy level of 94.45%. However, the 

existing MDS such as ECT-MDS, MA-CIDS, and SMDS, a 

lower accuracy level of 79.22%, 69.93%, and 64.87%. Figure 

6.b shows the precision value achieved by the MDS at 

different vehicle densities. The proposed EMVC-MDM 

attains an average of 88.56% of precision ratio. MVC-MDM 

achieves an average of 84.06% precision ratio at various 

densities such as 20, 50, 70, 100,150, and 200 vehicles. 

Meanwhile, ECT-MDS, MA-CIDS, and SMDS attain an 

average of 74.95%, 69.57%, and 63.17% of precision ratio at 

various vehicle densities. In figure 6.c, it shows the Recall 

ratio achieved by the MDS at various vehicle densities. The 

proposed EMVC-MDM attains 87.59% of Recall ratio and 

MVC-MDM attains 84.46% of Recall ratio. Whereas the 

existing MDS such as ECT-MDS attain an average of 

76.75%, MA-CIDS attain 70.80% and SMDS attains 59.43% 

of the Recall ratio. All the three existing MDS Recall ratio is 

lower than the proposed MDS. This shows the effectiveness 

of the proposed MDS. The specificity ratio is shown in figure 

6.d at various vehicle densities. The specificity values 

obtained by ECT-MDS, MA-CIDS, and SMDS are 72.42%, 

64.54%, and 59.13%, respectively, whereas the proposed 

EMVC-MDM and MVC-MDM achieve higher specificity 

values such as 85.35% and 74.87% respectively. Figure 6.e 

shows the F-measure ratio obtained from the MDS. EMVC-

MDM obtains an average of 83.27% F-measure ratio and 

MVC-MDM obtains an average of 79.18 F-measure at 

various vehicle densities. The existing methods such as ECT-

MDS gains average of 74.09% F-measure, MA-CIDS gains 

an average of 68.69% of F-measure and SMDS gains an 

average of 55% of F-measure ratio of various vehicle 

densities. In figure 6.f, the False Positive Rate (FPR) 

produced by each MDS is shown. In this figure, it is seen that 

the proposed EMVC-MDM produces an average of 1.30% of 

FPR and MVC-MDM produces 2.22% of FPR, which is the 

lowest FPR among all the existing MDS. ECT-MDS produces 

an average of 2.64% of FPR, MA-CIDS produces an average 

of 4.01% of FPR and SMDS produces an average of 5.22% of 

FPR at various vehicle densities. Table 4 shows the results of 

reliability obtained by the MDS. From these results, it is 

proved that the proposed EMVC-MDM and MVC-MDM 

models perform better than the existing misbehavior detection 

models such as ECT-MDS, MA-CIDS, and SMDS. 

 

(a) 

 

(b) 

 

(C) 
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(d) 

 

(e) 

 

(f) 

Figure 6 Results of Reliability in terms of (a) Accuracy (b) Precision (c) Recall (d) Specificity (e) F-measure and (f) False 

Positive Rate (FPR) 

Model  Accuracy % Precision % Recall %  Specificity %  F-measure %   FPR % 

EMVC-MDM 

(Proposed) 98.5 88.56 87.59 85.35 83.27 1.3 

MVC-MDM 

(Proposed) 94.45 84.06 84.46 74.87 79.18 2.22 

ECT-MDS 79.22 74.955 76.75 72.42 74.09 2.64 

MA-CIDS 69.93 69.575 70.8 64.54 68.69 4.01 

SMDS 64.87 63.17 59.43 59.13 55.06 5.22 

Table 4 Results of Reliability 

6. CONCLUSION 

In this paper, Ensemble Miscellaneous VANET Classifiers 

based Misbehavior Detection Model (EMVC-MDM) is 

proposed along with the independent classifiers namely, 

Miscellaneous VANET Classifiers based Misbehavior 

Detection Model (MVC-MDM). The main concept of the 

proposed MDS is to classify the vehicles, according to the 

context reference to identify the misbehaving vehicle. The 

ensemble method integrates the independent classifiers using 

the Random forest ensemble method. Classifiers are created 

using the context reference built based on the level of context 

features extracted from the mobility information received by 

the adjacent vehicle. Both supervised and unsupervised 

methods were used to build the VANET classifiers. Hampel 

filter based outlier detection method along with standard Z-
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score method was used to construct the context reference. The 

Random forest ensemble method combines the correlations 

among the classifiers and improves their efficiency in the 

misbehavior detection process. The proposed MDS shows a 

significant enhancement in terms of misbehavior detection 

compared to the existing misbehavior detection systems. The 

EMVC-MDM and MVC-MDM show effective adaptability 

and reliability under unstable communication and dynamic 

noise environments. The overall performance of the proposed. 

EMVC-MDM and MVC-MDM are enhanced by an average 

of more than 15% better results than the existing MDS.    

As the future process, the supervised learning methods can be 

replaced by deep learning methods and Artificial Neural 

Network (ANN) concepts. To improve the data transfer speed. 

5G technology can be used in the best simulation 

environments. The proposed EMVC-MDM relies on detecting 

short-term misbehaviors (only the mobility information 

shared by the adjacent vehicles.). In the future, the proposed 

method can be enhanced to detect long-term misbehaviors 

beyond mobility information. 
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