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Introduction

With the popularity of wireless local area networks 
(WLAN), Wi-Fi based indoor positioning techniques are 
widely used for indoor user localization. Most popular 
Wi-Fi positioning methods use the received signal 
strength indication (RSSI). Among available approaches, 
fingerprinting appears to be the most feasible method for 
positioning in the indoor environment [1]. This method 
estimates the position of an object and relies on training data 
from a set of reference points (RP) with known locations. 
Fingerprinting-based methods consist of two phases, namely 
the offline phase and the online phase. In the offline phase, 
the training data (i.e., RSSI) are collected at the RPs and 
used to build the database, which is often called the radio 
map. During the online phase, the online measurements are 
compared against the training data at every RP. The position 
of the RP whose training data most closely match the online 
data can be regarded as the estimated position of the object.

To represent the training data in probabilistic approaches, 
the parametric model and nonparametric model are two 
basic categories which are commonly used. The systems 
which utilized the parametric model had more advantages 
than the nonparametric model [2].

The probability density function (PDF) of the observed 
data is assumed to be the single Gaussian in the presence of 
censoring and dropping problems [3, 4]. Censoring occurs 
due to the limited sensitivity of Wi-Fi sensors or the sensor 
driver, which does not intentionally report the overly weak 
observed signal strengths; in other words, the smart phones 
do not report the signal strength if it is below a specific 
threshold, e.g.,  -100 dBm with typical smart phones. 

An EM algorithm was proposed to estimate the 
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parameters of censored and dropped single Gaussian data. 
Experimental results with real field data can demonstrate 
the effectiveness of this proposal relative to the others, but 
the multi-component was not considered.

In [5, 6], the multi-component problem has been noted. 
In [6], the authors illustrated that human behaviors in the 
measurement environment (absence, sitting or standing 
still, moving randomly, and moving specifically) result in 
the bi-modal phenomena in the experimental data. In this 
case, using a single Gaussian distribution to model the 
RSSI histogram is not appropriate. In [5], the Gaussian 
Mixture Model (GMM) was proposed to model the RSSI 
measurements. Positioning results were improved relative 
to the single Gaussian model. However, the censoring 
problem has not been considered in these studies, although 
they clearly occurred, as discussed in [3, 4]. 

In [7, 8], the authors introduced EM algorithms for 
parameter estimation of the grouped, truncated, and 
censored data. This proposal can solve the bias of parameter 
estimation, but the censoring and multi-component problems 
have not been resolved.

This paper accounts for all of the problems discussed 
and proposes to develop a new extended version of the EM 
algorithm to enhance the quality of estimated parameters in 
the offline phase and there by improve the performance of 
the Wi-Fi fingerprinting-based IPS.

Proposed methods

This section delineates the proposed method, which 
relies on the characteristics of the collected Wi-Fi RSSI 

data for enhancing the accuracy of the fingerprinting-based 
indoor positioning system (Fig. 1). First, a C-GMM is 
introduced to model the RSSI distribution in the presence of 
censored mixture data. Second, an extended EM algorithm 
is developed to estimate the parameters of this model. This 
algorithm is employed during the offline phase. Third, in the 
online phase, the localization and classification procedure is 
based upon the Maximum a Posteriori (MAP) method.
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An EM algorithm was proposed to estimate the parameters of censored and dropped 

single Gaussian data. Experimental results with real field data can demonstrate the 
effectiveness of this proposal relative to the others, but the multi-component was not 
considered. 

In [5, 6], the multi-component problem has been noted. In [6], the authors illustrated 
that human behaviors in the measurement environment (absence, sitting or standing 
still, moving randomly, and moving specifically) result in the bi-modal phenomena in 
the experimental data. In this case, using a single Gaussian distribution to model the 
RSSI histogram is not appropriate. In [5], the Gaussian Mixture Model (GMM) was 
proposed to model the RSSI measurements. Positioning results were improved relative 
to the single Gaussian model. However, the censoring problem has not been 
considered in these studies, although they clearly occurred, as discussed in [3, 4].  

In [7, 8], the authors introduced EM algorithms for parameter estimation of the 
grouped, truncated, and censored data. This proposal can solve the bias of parameter 
estimation, but the censoring and multi-component problems have not been resolved. 

This paper accounts for all of the problems discussed and proposes to develop a new 
extended version of the EM algorithm to enhance the quality of estimated parameters 
in the offline phase and there by improve the performance of the Wi-Fi fingerprinting-
based IPS. 

Proposed methods 

This section delineates the proposed method, which relies on the characteristics of 
the collected Wi-Fi RSSI data for enhancing the accuracy of the fingerprinting-based 
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Figure 2 illustrates the measurement model. 
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Fig. 1. Block diagram of the proposed Wi-Fi fingerprinting-based 
IPS.
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Parameter estimation in the offline phase

  is the set of parameters 
of the GMM. The GMM includes J Gaussian components; 
the jth component (j = 1~J) is parameterized by θj = [µj , σj].wj 
are positive mixing weights which sum up to one.

The likelihood of  following a GMM is as follows:

 (1)

To simplify the calculation of the summation in Eq. (1), 

a set of auxiliary variables
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E-step:

The expected log-likelihood of the complete data  
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Given equations (6÷8), both observable and censored mixture data contribute to the 

estimates. Moreover, if the data are complete data (      ), then these equations are 
reduced to the standard EM algorithm for the mixture Gaussian data [5]. On the other 
hand, if the data have a single Gaussian distribution and suffered from the censoring 
problem, by setting        over three formulae become those reported in [3]. This 
means that the proposal can handle both the censoring and multi-component problems 
presented in the Wi-Fi RSSI data. 

The online classification and positioning phase 
This sub-section utilizes the Maximum a Posteriori (MAP) method to perform the 

classification. For each reference position   , the parameters of the C-GMM class 
conditional density   (    ) of RSSI measurements are estimated using equations 
(6÷9). During online classification, the MAP is used to estimate the user’s location. 
First, the posterior is calculated as follows: 
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In Eq. (11),  ̂       ̂      are estimated parameters at the kth RP of the ith AP in the 
offline phase. 

The estimated position of the mobile object is obtained by the following: 
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Given equations (6÷8), both observable and censored 
mixture data contribute to the estimates. Moreover, if the data 
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are complete data (c = -∞), then these equations are reduced 
to the standard EM algorithm for the mixture Gaussian data 
[5]. On the other hand, if the data have a single Gaussian 
distribution and suffered from the censoring problem, by 
setting J = 1, over three formulae become those reported 
in [3]. This means that the proposal can handle both the 
censoring and multi-component problems presented in the 
Wi-Fi RSSI data.

The online classification and positioning phase

This sub-section utilizes the Maximum a Posteriori 
(MAP) method to perform the classification. For each 
reference position lk, the parameters of the C-GMM class 
conditional density pY (y|lk ) of RSSI measurements are 
estimated using equations (6÷9). During online classification, 
the MAP is used to estimate the user’s location. First, the 
posterior is calculated as follows:

 
(10)

In Eq. (10), K and NAP represent the total number of 
RPs and APs, respectively. xi is the online measurement 
from ith AP, and  is the set of xi (i=1÷NAP). It has been 
considered that the RSSI measurements of different APs are 
independent, and the prior P(lk) is equal for all locations.

The likelihood p(xi│lk) can be calculated as follows:

 

(11)

In Eq. (11),  are estimated parameters at the 
kth RP of the ith AP in the offline phase.

The estimated position of the mobile object is obtained 
by the following:
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Simulation results and discussion
Parameter estimation

To evaluate the effectiveness of the proposed EM 
algorithm, complete data  with the following parameters 
has been generated (true parameters):

Observable data  are performed censoring as follows: 
xn = max(yn,c). The censoring threshold c was changed from 
µ1 - 2σ1 to µ1 + 2σ1. Table 1 indicates the mean of Kullback 
Leibler (KL) divergence [9] between true parameters and 
estimated parameters after 1,000 experiments. 

Table 1. Parameter estimation compared by mean of KL using 
the Monte Carlo sampling method.

C (dBm)
Standard EM 
algorithm for GMM 
[5]

After 
[3]

Proposed EM 
algorithm for C-GMM

-96 0.0018 0.0664 0.0016

-93 0.0329 0.0679 0.0031

-90 3.1491 0.0798 0.0092

-87 5.6358 0.0886 0.0124

-84 7.2847 0.0972 0.0473

As is evident, when c = µ1 - 2σ1= -96, data nearly do 
not suffer from censoring (almost complete); the proposal 
and the standard EM algorithm for GMM produced the 
same results. However, when c changes from -93 to -84, the 
proposed EM algorithm introduces improved results.

Positioning accuracy

To evaluate the effectiveness of the proposed approach 
in the Wi-Fi fingerprinting-based IPS, a floor plan with 100 
RPs (small red circles) and 10 APs (green circles) has been 
generated, as illustrated in Fig. 3. The first experiment was 
setup as follows: In the offline phase, 400 measurements are 
collected for each RP. The measured data at 50% of the training 
positions (RPs) follow the single Gaussians, randomly; the 
rest follows the GMMs, and the number of components is J 
= 2, 3, 4, 5, 6, respectively (10% for each model). Measured 
data at RPs were computed by the log-distance path loss 
model and by adding a Gaussian with a mean of zero and a 
standard deviation of two for reflecting the fluctuation of the 
signal [10]. The limited sensitivity of the Wi-Fi sensor was 
set to -100 dBm (c = -100). The radio map was developed 
by employing equations (6÷9) with J=4 and methods, which 
were proposed in [3, 5]. For the online localization phase, 
100 simulations were performed. Each simulation, one 
online measurement per position was generated in the same 
scenarios with the training data, and the MAP method was 
used for computing the final position estimate, as presented 
in sub-section 2.3.
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Figure 4 illustrates the probability that the positioning 
error is lower than a specific distance. The estimated 
position is the specific position at which the mobile target 
had collected the online measurements. The plots in the 
figure are computed by averaging the positioning results 
of 100 simulations. It is evident that the proposed method 
outperforms the others, particularly when the error distance 
is smaller than 2 meters. In term of Wi-Fi fingerprinting-
based indoor positioning, while the proposal in [3] is unable 
to solve the multi-component problem in the observed data, 
authors of [5] have not considered the censoring problem 
in their research. This simulation result demonstrates that 
the proposal can cope with the phenomena presented in the 
measured Wi-Fi RSSI data.

In the second experiment, data were gathered in the same 

manner as in the first experiment, but the limited sensitivity 
of the Wi-Fi sensor was changed to a value which is smaller 
than the smallest value of collected Wi-Fi RSSI. This means 
that collected data at all RPs of all APs are complete. Fig. 5 
validated that the proposal and the standard EM algorithm 
for GMM [5] presented the same results, which means that 
the C-GMM is still appropriate to model complete mixture 
data.

The experiment setup for the results in the Fig. 6 is the 
same as in the first experiment; however, the measured data 
all RPs of all APs follow the single Gaussian distribution 
and exert an influence on censoring. It is apparent that the 
approach nevertheless works as effectively as the method 
proposed in [3]. 

Fig. 3. The computer-generated floor plan.

Fig. 5. Comparison of positioning results when the observable 
training and online data ratio were 100%.

Fig. 6. Comparison of positioning results when the observable 
training data ratio was 69.24% the observable online data ratio 
was 69.74%.

Fig. 4. Comparison of positioning results when the observable 
training data ratio was 69.77%, the observable online data 
ratio was 69.82%.
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The experiment setup for the results in the Fig. 6 is the same as in the first 
experiment; however, the measured data all RPs of all APs follow the single Gaussian 
distribution and exert an influence on censoring. It is apparent that the approach 
nevertheless works as effectively as the method proposed in [3].  

Moreover, Table 2 indicates the properties of the Mean Distance Error (MDE) of the 
three experiments. 

 
Fig. 5. Comparison of positioning 
results when the observable training 
and online data ratio were 100%. 

 
Fig. 6. Comparison of positioning 
results when the observable training 
data ratio was 69.24% the 
observable online data ratio was 
69.74%. 

Table 2. MDE (m). 
 After [3] After [5] Proposed 
Experiment 1 1.3428 1.6321 1.0452 
Experiment 2 1.0402 0.4856 0.4863 
Experiment 3 0.9920 1.7395 1.0012 
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Moreover, Table 2 indicates the properties of the Mean 
Distance Error (MDE) of the three experiments.

Table 2. MDE (m).

After [3] After [5] Proposed

Experiment 1 1.3428 1.6321 1.0452

Experiment 2 1.0402 0.4856 0.4863

Experiment 3 0.9920 1.7395 1.0012

Conclusions

This paper has presented and analyzed an EM algorithm 
for estimating the parameters of the GMM in the presence 
of censored mixture data. The results have demonstrated 
that the algorithm delivers less biased and more efficient 
estimates relative to existing methods. Further, it has 
illustrated the enhancement of the Wi-Fi fingerprinting-
based indoor positioning system when the novel method 
was employed. Experimental results on artificial data verify 
that the proposal produces optimal accuracy of positioning 
among available approaches. Future research will make 
substantial use of labor work for gathering real data and 
evaluate the proposed method. In addition, reducing the 
computational cost in the online phase and using sensors 
on the portable devices to predict the current position of 
the moving objects can significantly enhance the real-time 
performance of the IPS.
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