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Abstract: In the work, the problem of a bimolecular reaction called the “Brusselator” is numerically solved. 

After some simplifications, a nonlinear system of ordinary differential equations with two or three unknowns is 

obtained, which depends on only one parameter (for example, α). The compiled Cauchy problem was solved by the 

fourth-order Runge-Kutta method of accuracy with a constant step. The problems of singular points, stability, and 

the limit cycle are analyzed, as well as the graphs of the trajectories in the phase space and their projections on the 

planes for various values of the parameter α. Also solved the “Brusselator” problem with DDE. 
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Introduction 

As we know, the molecular behavior of a 

chemical reaction in the process of chemical 

technology is the number of molecules that participate 

in the reaction. Molecular reactions are divided into 

three types: multi-, two- and three-molecular. A 

multimolecular type reaction is A → B or A → B + C, 

and a bimolecular type reaction is A + B → C or 2A 

→ B. Three-particle reactions are rare, with the 

reaction of three particles colliding. Let us take a look 

at the model of Lefever and Nicolis (1971), which is 

called the problem «Brusselator». In this case, a 

bimolecular reaction is studied and the reaction of six 

substances is studied [5,7,8]. The following are 

numerical solutions to such a private issue with the 

help of MATLAB software. 

 

Example 1. As a test, we first solve the Cauchy's 

problem with the 4-order Runge-Kutta method 

[5,7,8]: 
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Solution. The exact solution to the problem (1) 

has the form: 
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Below are the results of a numerical solution this 

Cauchy's problem (1) with the MATLAB program in 

the segment x[0;5] (Fig. 1). The phase portrait in the 

figure shows the existence and uniqueness of the limit 

cycle [1,6,10]. 

 

a) b)  

Fig. 1. Graphs of the results approximate solution of the test system (1)  

(a – graphs of functions y1(x) and y2(x); b – phase portrait). 

 

Example 2. Now let's look bimolecular reaction 

reducible to the two-dimensional «Brusselator» 

problem. for simplicity, assume that according to the 

law of mass interaction, excluding the effects of two 

substances on the reactions of other substances, 

amount of two substances constant, two substances 

have no effect on the reaction of the rest of the 

substance. In this case, the Cauchy problem will be 

represented by a system of two nonlinear ordinary 

first-order differential equations [5,7,8]: 
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y1(0) = 1,   y2(0) = 3.                    (2) 

Solution. The results of a corresponding study of 

system (2) of nonlinear ordinary first-order 

differential equations in the MATLAB program by the 

Runge-Kutta method at α = 0,1,2,3 (the dependence of 

system components on time and phase portraits) are 

shown in Fig. 2-5 [1,3,9,10]. 

 

a)  b)  

Fig. 2. Graphs of the results approximate solution of the system (2) at α = 0  

(a – graphs of functions y1(x) and y2(x); b – phase portrait). 

 

a) b)  

Fig. 3. Graphs of the results approximate solution of the system (2) at α = 1  

(a – graphs of functions y1(x) and y2(x); b – phase portrait). 
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This system has a unique singular point 

021 == yy  at y1 = 1, y2 = α. The linearized equation 

around this point is nonlinear only for  > 2. 

Continuing to study the field of research, we conclude 

that 
21 , yy  or )( 21

+ yy  are positive or negative, 

which means that all solutions to this system are 

limited. Thus, at  > 2 has a limit cycle, and numerical 

calculations show that it is unique. 

 

a) b)  

Fig. 4. Graphs of the results approximate solution of the system (2) at α = 2  

(a – graphs of functions y1(x) and y2(x); b – phase portrait). 

 

a) b)  

Fig. 5. Graphs of the results approximate solution of the system (2) at α = 3  

(a – graphs of functions y1(x) and y2(x); b – phase portrait). 

 

To confirm the above, we refer to the Zonneveld 

method. The calculations of the Sonneveld method for 

two systems of first-order differential equations given 

above have the form [6]: 
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Results of computational experiment of 

Zonneveld method (Fig. 6-8): 
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Fig. 6. Graph of approximate solution of function y1(x). 

 

 
Fig. 7. Graph of approximate solution of function y2(x). 

 

 

 
Fig. 8. Phase portrait. 

 

Example 3. The interactions of six substances in 

the three-dimensional case were studied. According to 

the law of inter-influencing masses for simplicity, 

these two substances do not affect the reaction of the 

rest of the substance; the amount of one substance is 

constant; three substances are involved in the reaction. 

In this case, the Cauchy problem will be represented 

by a system of three nonlinear ordinary first-order 

differential equations [5,7,8]: 
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The initial conditions for this problem are of the 

form: y1(0)=1 ;   y2(0)=1+ α ;   y3(0)=1+ α . 

Solution. This system (3) at y1 = 1, y2 = y3 = α 

has one singular point: 
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The characteristic polynomial of this matrix has the 

form 

01)23()3( 23 =+−+−+   

and it satisfies the stability condition only when 

condition 21922.14/)179( =−  is satisfied 

(that is, the real part of the root of the polynomial is 

less than zero). 

If we continue to study the field of study, we will 

see that there is a limit cycle only if the value of α 

increases from 1.0 to 1.5. The proof of the above 

considerations in the MATLAB program by the 

Runge-Kutta method is shown in Fig. 9 (x = 20,  = 

1) [1,4,10].  
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a) b)  

Fig. 9. Graphs of the results approximate solution of the system (3) at x=20, α=1 (a – graphs of functions 

y1(x), y2(x) and y3(x); b – phase portrait). 

 

Taking into account (3), we construct the 

trajectory of the system of ordinary first-order 

differential equations (y1, y2, y3) in space, its 

projections (y1, y2), (y2, y3), (y1, y3) in the planes at α = 

1.5, x = 50, 100, 500, 1000, 5000. The results 

remained virtually unchanged (Fig. 10). If we increase 

the value of α, then we will see that the mentioned 

limit cycle “explodes”, that is, y1 → 0, y2, y3 → ∞ as x 

→ ∞. 

 

a) b)  

c) d)  

Fig. 10. Graphs of the results approximate solution of the system (3) at x=12, α=1.5  

(a – phase portrait; b, c, d – graphs of functions (y1, y2), (y2, y3), (y1, y3) in the planes). 

 

Thus, numerical calculations show that the entire 

solution of this system has a limit cycle at α <2; If we 

increase the value of a, we will see that the limit cycle 

disappears. 

 

Example 4. Assume that according to Example 

3, a solution to the following DDE is required 

[2,5,10]: 
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 (4) 

Here functions y1(t), y2(t) and y3(t) are time-dependent 

t changes in the amount of substances, and  denotes 

time delay. The initial conditions for this problem are 

of the form: y1(0)=1; y2(0)=1+ α; y3(0)=1+ α. 
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Solution. For  = 0, we obtain a solution to 

Example 3. The proof of the above considerations in 

the MATLAB program by the Runge-Kutta method is 

shown in Fig. 11 (α=1.0, t=50:  = 0 (a) and  = 2 (b)) 

and Fig. 12 (α=1.5: t=50 (a) and t=500 (b)) [1,4,6,10]. 

Here the same thing, the conclusions of Example 3 are 

repeated. 

 

a) b)  

Fig. 11. Graphs of the results approximate solution of the system (4) at α=1 (a – graphs of functions y1(t), y2(t) 

and y3(t) ( = 2); b – phase portrait ( = 2 - solid line,  =0 - dashed line)). 

 

a)  b)  

 

Fig. 12. Graphs phase portrait of the results approximate solution of the system (4) at α=1.5: t=50 (a) and 

t=500 (b) ( = 2 - solid line,  =0 - dashed line). 

 

Conclusion. 

In this paper, we applied the numerical method 

for solving nonlinear ODE and DDE. It was shown 

that this metod provides an approximate solution 

which is closer to the real solution. We offer a 

procedure that is simple and clear, and illustrative 

examples demonstrate that the applied numerical 

method is valid and effective. In the same way, more 

complex tasks with ODE or DDE can be solved 

further [2,4,7,8,10]. 

 

 

 

 

References: 

 

 

1. Alekseyev, Ye. R., & Chesnokova, O. V. (2006). 

Resheniye zadach vichislitelnoy matematiki v 

paketax Mathcad 12, Matlab 7, Maple 9 

(Samouchitel). (p.496). Moscow: NT Press. 

2. Bani-Yaghoub, M. (2017). Analysis and 

Applications of Delay Differential Equations in 

Biology and Medicine. arXiv:1701.04173v1 

[math.DS]. 

3. Baxvalov, N. S., Jidkov, N. P., & Kobelkov, G. 

M. (1987). Chislenniye metodi. Moscow: Nauka. 



Impact Factor: 

ISRA (India)        = 4.971 

ISI (Dubai, UAE) = 0.829 

GIF (Australia)    = 0.564 

JIF                        = 1.500 

SIS (USA)         = 0.912  

РИНЦ (Russia) = 0.126  

ESJI (KZ)          = 8.716 

SJIF (Morocco) = 5.667 

ICV (Poland)  = 6.630 

PIF (India)  = 1.940 

IBI (India)  = 4.260 

OAJI (USA)        = 0.350 

 

 

Philadelphia, USA  507 

 

 

4. Bellen, A., & Zennaro, M. (2003). Numerical 

Methods for Delay Differential Equations. 

(p.416). Oxford University Press, USA. 

5. Dautov, R. Z. (2010). Praktikum po metodam 

resheniya zadachi Koshi dlya sistem ODU. 

(p.89). Uchebno-metodicheskoye posobiye. 

6. Hahn, B., & Valentine, D. (2010). Essential 

MATLAB for Engineers and Scientists. 4th 

edition. (p.480). Academic Press. 

7. Hairer, E., Nørsett, S. P., & Wanner, G. (2011). 

Solving Ordinary Differential Equations I: 

Nonstiff Problems. 2nd edition. (p.528). 

Springer. 

8. Hairer, E., & Wanner, G. (2010). Solving 

Ordinary Differential Equations II: Stiff and 

Differential-Algebraic Problems. (p.614). 

Springer. 

9. Samarskiy, A.A., & Gulin, A.V. (1989). 

Chislenniye metodi. Moscow: Nauka. 

10. Shampine, L.F., Gladwell, I., & Thompson, S. 

(2003). Solving ODEs with MATLAB. (p.272). 

Cambridge University Press. 

 

 

 

 


