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Abstract: Classification of active compounds is necessary to trivialize their properties and activities and can be carried 

out by identifying functional groups and their structures based on the simplified molecular input line entry system 

(SMILES) code. This study classified active compounds based on the SMILES structure using a combination of the 

machine learning techniques, extreme learning machine (ELM), and particle swarm optimization (PSO). ELM 

facilitates learning very quickly and at with high predictive accuracy. The PSO covers the limitations of the ELM, i.e., 

randomly determining the weight and bias, trial, and error in determining the number of hidden neurons. PSO optimizes 

the weight, bias, and number of hidden neurons. This study’s results indicate that the classification of active 

compounds’ function based on the SMILES code can be done by the ELM and PSO-ELM with high accuracy. The 

PSO-ELM can improve the accuracy performance of the ELM classification by optimizing the weight, bias, and 

number of hidden neurons automatically. Moreover, the proposed PSO-ELM is better than the PSO-ELM for average 

accuracy, computation time, and standard deviation. The proposed algorithm has the highest average accuracy 

compared to the ELM by increasing the accuracy to 2.54%, 6.43%, and 3.85% for 2, 3, and 4 classes, respectively. A 

comparison with other machine algorithms shows that the proposed is superior. 

Keywords: SMILES, ELM, PSO, Feature selection, PSO. 

 

 

1. Introduction 

The SMILES code is a string; it represents a one-

dimensional molecular structure discovered by D. 

Weininger [1]. The SMILE codes are widely used as 

the basis to classify compounds with better accuracy 

rather than using two-dimensional molecular 

structures [2]. Research by H. Öztürk, E. Ozkirimli, 

and A. Özgür  has also shown that the SMILES code 

is better and more efficient to predict drug targets 

based on their structural similarities [3].  

Recently, researchers have considered the 

SMILES code to classify its function because of its 

simplicity and fast processing compared to other 

molecular structures. Several previous studies used 

the SMILES code for the classification of 2 classes, 

i.e., metabolic and cancer, which is only categorized 

with 11 features. These researches were carried out 

using fuzzy KNN [4], C4.5 [5], and 

backpropagation[6] for the classification of cancer 

and non-cancer. Besides, D. F. Indarwati, D. E. 

Ratnawati, and S. Anam classified compounds into 3 

classes (metabolic, infectious, and anti-

inflammatory) with 15 features using the support 

vector machine (SVM) method to produce an average 

accuracy of 83.33% [7]. 

In this study, the SMILES code will be classified 

into 2, 3, and 4 classes using the ELM, with 29 

features. The classification is based on its molecular 

function for the treatment of neurological diseases, 

inflammation, cancer, and viral infections. The ELM 

can learn very quickly and has excellent performance, 

which is better than gradient descent-based learning 

algorithms [8, 9]. This performance advantage was 

shown by G.-B. Huang, Q. Zhu, and C. Siew [9], and 

A. Toprak [10]. G.-B. Huang, Q. Zhu, and C. Siew 

proved that the ELM has a better performance 

compared to the SVM, SAOCIF, Cascade-
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Correlation, C4.5, and RBF.  A. Toprak’s report 

shows that ELM has the best accuracy and speed 

compared to Naïve Bayes, SVM, and artificial neural 

networks [10]. Another advantage of ELM is the 

algorithm only requires one parameter, that is, the 

number of hidden neurons. However, to get the right 

number of hidden neurons, it needs a lot of testing 

and takes time. Determining the correct amount of 

hidden neurons can be improved by the optimization 

algorithm, PSO [11, 12]. 

Some of the advantages of PSO compared to 

other optimization algorithms are [13-15] first, it is 

simple and easy to implement. Second, PSO has 

control parameters to balance global exploration and 

local search space. Third, it has a memory for saving 

information in the best condition. Fourth, PSO excels 

in convergence, speed, and accuracy. Finally, it only 

updates the speed parameters. Because of the 

advantages of PSO, this study used PSO to optimize 

the number of hidden neurons as well as optimize the 

weight and bias. If the randomly generated weights 

and bias are 0, this means that some hidden layer 

nodes are invalid [13], thus requiring a higher number 

of hidden neurons to produce the desired accuracy 

[16].  

The PSO-ELM has been used for the optimization 

of weight and bias [13], the number of hidden 

neurons to identify groundwater contamination [16], 

and to optimize the input, bias and the number of 

hidden neurons applied for cancer classification [12]. 

The novelty of this research is to apply PSO-ELM for 

SMILES code classification and use inertia weights 

(𝑤) and 𝑐1 and 𝑐2 adaptive properties. 

This rest of the paper is organized as follows: 

Section 2 discusses the features of the SMILES code, 

ELM, PSO, and the inertia weights. Section 3 

discusses the proposed methodology. Section 4 deals 

with results, discussion, and finally, conclusions. 

2. Material and methods 

2.1 Simplified molecular input line system 

(SMILES) 

The SMILES is a modern chemical notation 

system designed by D. Weininger [1]. It is suitable 

for high-speed machine processing and is easy to use 

for predictive modeling. The molecular structure is 

determined uniquely, accurately, and can represent 

the characteristics of the molecule [1]. 

Apart from using the SMILES code, molecular 

structures can be represented using two dimensions 

(2D) and three dimensions (3D). An example of 

representation of the molecular structure for methyl 

eugenol, which functions as an anti-cancer agent, can 

be seen in Fig. 1. 

 

COC1=C(C=C(C=C1)CC=C)OC 

(a)   

 
 

 

(b)  (c) 

Figure. 1 SMILES code, 2-dimensional (2D) and 3-

dimensional (3D) structure of a compound: (a) SMILES 

code, (b) molecule structure - 2D, and (c) molecule 

structure - 3D 

2.2 Feature representation  

Features are specific characters taken from the 

SMILES code. This study used 29 features, which is 

the highest compared to 11, 15, 22, and 27 

features[17]. The value of each feature is a real 

number with a range of 0–1, and the details of the 

features are listed in Table 1. 

In the 28th feature, the total valence is not divided 

by the length of the SMILES code because the value 

is higher than the SMILES code; therefore, 

normalization is carried out to get the value range 

between 0 and 1. Normalization of the total valence 

(𝑥𝑡𝑣) is presented in Eq. (1), 

 

𝑥𝑡𝑣
∗ =

𝑡𝑣− 𝑚𝑖𝑛

𝑚𝑎𝑥−𝑚𝑖𝑛
                           (1) 

 

where 𝑡𝑣  is the total valence, 𝑚𝑖𝑛 is the minimum 

value of the total valence, and 𝑚𝑎𝑥  is the maximum 

value of the total valence. 

2.3 Extreme learning machine (ELM)  

The ELM is an artificial neural network 

algorithm with a single layer feedforward network 

(SLFN) architecture [8-9]. It consists of one input 

layer, one hidden layer, and one output layer. The 

ELM uses randomly generated weights and bias, 

whereas a Moore–Penrose generalized inverse 

operation analyses the output of the hidden layer. The 

performance of this algorithm may be close to or 

exceed SVM and backpropagation; even the 

computation speed could be faster tens to thousands 

of times [18]. The ELM can avoid local optimal 

problems, incorrect learning rate, and overfitting that 

usually occurs in gradient-descent-based methods. It 

can be applied to small, medium, large, and complex 

problems. Another advantage is that the algorithm is 

easy to implement with a small error and excellent 
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Table 1. Features used and their descriptions 

No Feature Description 

1-11 Atom The number of occurrences of atoms B, C, N, O, P, S, F, Cl, Br, I and OH in the 

SMILES code 

12 = Number of double bond occurrences 

13 # Number of triple bond occurrences 

14 @ Number of chirality occurrences 

15 () Number of branching appearances 

16 [ ] Number of occurrences of atom groups 

17 + The number of occurrences of the cation / positive ion 

18 - Number of occurrences of anions / negative ions 

19 . Number of occurrences of the ionic bond 

20 : Amount of aromatic bond 

21 C=C The number of occurrences C = C 

22 N+ The number of occurrences is N + 

23 [O-] Number of occurrences [O-] 

24 C=O The number of occurrences C = O 

25 COC Number of COC occurrences 

26 charge The difference between cations and anions 

27 total cyclic The number of cyclic in the SMILES code 

28 total valence The number of valence atoms that make up a compound without H bonds and 3 

free electrons 

29 Length of SMILES code Used as a divider for features 1 - 27 

 

performance [9]. 

 

ELM algorithm:  

Given the training data (𝒙𝒊, 𝒕𝒊)  where 𝒙𝒊 =
[𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛] for 𝒙𝒊 ∈ 𝐑𝐧 and �̃� is the number of 

the hidden neuron. The ELM algorithm steps are 

[9]:  

1. Generate input weights 𝒘𝑖, and bias 𝒃𝑖,  𝑖 =

1,2, … Ñ at random, where 𝒘𝒊 =
[𝑤𝑖1, 𝑤𝑖2, … , 𝑤𝑖𝑛] is the weight 

2. Calculate the hidden layer output matrix 𝐇 as 

in Eq. (2), where 𝑔(𝑧) is an activation function 

 

𝑯 = 𝑔(𝒙. 𝒘𝑇 + 𝑏) (2) 

 

3. Calculate the output weight �̂�, as in Eq. (3)  

 

�̂� = 𝑯†𝑻 (3) 

 

𝛃 = [
β1

T

⋮
βÑ

T
]

Ñxm

 and 𝐓 = [
t1

T

⋮
tN

T
]

Nxm

               

 

with value 𝐇† as in the Eq. (4) 

 

𝐇† = (𝐇𝐓𝐇)−𝟏𝐇𝐓 and 𝐇𝐓𝐇 non-singular 

𝐇† = 𝐇𝐓(𝐇𝐇𝐓)−𝟏 and 𝐇𝐇𝐓non-singular 

 (4) 

 

𝑚  is the feature count, Ñ is the number of hidden 

neurons, 𝐇†  is the Moore–Penrose generalized 

inverse of the matrix 𝐇, 𝐓 is the target matrix, 𝐇 is 

the hidden layer output matrix, and 𝐇T is the hidden 

layer transpose output matrix.  

The target is defined in Eq. (5) as [11-12] 

 

𝑻𝒊
𝒌 = {

1 𝑖𝑓 𝑐𝑖 = 𝑘
−1 𝑖𝑓 𝑐𝑖 ≠ 𝑘

         𝑘 = 1,2, … 𝐶 (5) 

 

where ci is the label of the class, and C is the number 

of classes.  

The predictive outcome of learning is defined in 

Eq. (6) as[11-12] 

 

𝑦𝑘 =  𝑯. 𝛽𝑘, k = 1,2, … C.              (6) 

 

The output is calculated using Eq. (7) [12] 

 

𝐶�̂� = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑘=1,2,..𝐶

𝑦𝑖
𝑘                        (7) 

2.4 Activation function 

This research will use the activation function of 

the hyperbolic tangent function (TanH), according to 

formulas (8) and (9). The TanH has a range [-1,1] that 

is calculated in Eq. (8)[19-20] as, 

 

𝑓(𝑧) = 𝑡𝑎𝑛ℎ(𝑧) =
2

1+𝑒−2𝑧 − 1          (8) 

 

where on ELM 

 

z = 𝐱. 𝐰𝐓 + b                             (9) 
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2.5 Particle swarm optimization (PSO) 

Y. Shi and R. Eberhart introduced the PSO 

algorithm in 1995 [21], which is a random search 

algorithm that is adopted from the feeding behavior 

of birds either individually or in groups. In line with 

other evolutionary algorithms, the PSO generates 

solutions for some problems at random; each of these 

solutions is called a particle. Each particle has 

parameters, namely the current position, velocity, and 

the current best position found by the particle. The D 

dimensional vector represents the parameter. The 

position and velocity of the particles are expressed in 

terms of [15]:  

 

𝒙𝒊 = (𝑥𝑖1, 𝑥𝑖2 , … , 𝑥𝑖𝐷) 

𝒗𝒊 = (𝑣𝑖1, 𝑣𝑖2 , … , 𝑣𝑖𝐷) 

 

At each iteration, the position and velocity of the 

particles are updated using Eq. (10) and Eq. (11): 

 

𝒙𝒊(𝑡 + 1) = 𝒙𝒊(𝑡) + 𝒗𝒊(𝑡 + 1)    (10) 

 

𝒗𝒊(𝑡 + 1) = 𝑤𝒗𝒊(𝑡) + 𝑅1𝑐1(𝑷𝒊 − 𝒙𝒊(𝑡)) +

 𝑅2𝑐2 (𝑷𝑔 − 𝒙𝒊(𝑡))     (11) 

 

where 𝑤 is the inertia weight, 𝑅1 and 𝑅2 are random 

numbers that differ between 0 and 1, 𝑐1 and 𝑐2 are the 

acceleration coefficients known as the cognitive and 

social scaling parameter, 𝑷𝒊  is the best previous 

position of the particle itself, and  𝑷𝒈  shows the 

previous best position of all the particles in the swarm. 
 

2.5.1 Inertia weight 

Inertia weight (𝑤) is one of the most important 

parameters of the PSO algorithm. Adaptive inertia 

weight is better than constant inertia weight [22]. The 

high value of 𝑤  makes exploration easier by 

increasing diversity while a low value of 𝑤 will only 

support local exploitation. The balance between 

global and local searches during the training process 

is essential for the success of an optimization 

algorithm. This study will compare five adaptive 

inertia weights to determine the characteristics of 

these inertia weights in conducting global and local 

searches. The inertia weights compared are as 

follows: 

 

1. Linearly decreasing inertia weight (LDIW) 

 

This model was introduced by H. Zhu, Y. Wang, 

K. Wang, and Y. Chen in 2011 and is most 

commonly used (Eq. (12)). It can ensure the 

algorithm has strong global search capabilities in 

the early period and strong local search capabilities 

in the late period [23]: 

 

𝑤 = 𝑤𝑚𝑎𝑥 −
𝑡×(𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛)

𝑡𝑚𝑎𝑥
       (12) 

 

Where 𝑤𝑚𝑖𝑛  and 𝑤𝑚𝑎𝑥  are respectively the 

minimum and maximum of the weight value of 

inertia. Usually, for a value 𝑤𝑚𝑎𝑥 = 0.9 and value 

𝑤𝑚𝑖𝑛= 0.4, 𝑡  is the current iteration while 𝑡𝑚𝑎𝑥 is 

the maximum iteration. 

 

2. Nonlinear decreasing inertia weight (NDIW) 

 

C. Li and X. Liu introduced this model in 2016 

(Eq. (13)). It can avoid being trapped in the local 

minimum and slow down the convergence compared 

to the LDIW model [24]: 

 

𝑤 = 𝑤𝑚𝑎𝑥 −
√𝑡+1×(𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛)

√𝑡𝑚𝑎𝑥+1
       (13) 

 

3. Linearly varying inertia weight (LVIW) 

 

LVIW was discovered by Y. Shi and R. C. 

Eberhart (Eq. (14))[25]. In this model, particles tend 

to continuously increase for local search[26]:  

 

𝑤 = (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)  ×
(𝑡𝑚𝑎𝑥−𝑡)

𝑡𝑚𝑎𝑥
+ 𝑤𝑚𝑖𝑛     (14) 

 

4. Piecewise-Varied Inertia Weight Piecewise 

(PIW) 

 

Q. Quande, L. Li, and L. Rongjun introduced the 

PIW in 2010 (Eq. (15)) [27]. This study uses an 𝛼 =
0.2. This is because the average accuracy of the 𝛼 

value is better than the 𝛼 = 0.6 , although 0.2 

converges slower than 0.6 [27]. 

 

𝑤 = tan(
𝜋

4
× (1 −

𝑡

𝑡𝑚𝑎𝑥
)𝛼) × (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) +

𝑤𝑚𝑖𝑛    (15) 

 

5. Simulated annealing inertia weight (SAIW) 

 

SAIW was introduced by W. Al-Hassan, M.B. 

Fayekl, S.I. Shaheen in 2006 [28], and W. Han, P. 

Yang, H. Ren, and J. Sun in 2010 [29] described it 

(Eq. (16)) as,  

 

𝑤 = (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) × 𝜆𝑡−1 + 𝑤𝑚𝑖𝑛  (16) 

 

In his research, the value 𝜆 = 0.95; therefore, Eq. 

(16) is written as, 
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𝑤 = (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) × 0.95𝑡−1 + 𝑤𝑚𝑖𝑛      (17) 

 

In this paper, the 𝜆 = 0.95  refers to previous 

researches which were conducted by W. Al-Hassan, 

M.B. Fayekl, S.I. Shaheen in 2006 and W. Han, P. 

Yang, H. Ren, and J. Sun in 2010.  

3. Proposed PSO-ELM 

The proposed PSO-ELM algorithm was used to 

optimize the ELM accuracy to classify active 

compounds based on the SMILES code. Unlike the 

ELM, which determines the number of hidden 

neurons by trial and error, the PSO-ELM will 

automatically search for the best number of hidden 

neurons to produce good accuracy. 

3.1 Proposed inertia weights  

The proposed inertia weight is a modification of 

SAIW, named as Modified SAIW. The change made 

by set value 𝜆 = 0.85  and 𝜆𝑡−1  transform into 𝜆𝑡 ; 

therefore, Eq. (16)-(17) was transformed as 

 

𝑤 = (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) × 0.85𝑡 + 𝑤𝑚𝑖𝑛   (18) 

 

The graphs of the reduction of inertia weight ranging 

from 0.9 to 0.3 of SAIW and Modified SAIW can be 

seen in Fig. 2. The proposed algorithm (Modified 

SAIW) decreases faster than the SAIW while the next 

movement is slower. 

The curve shows that the algorithm can find local 

solutions, which is better than SAIW. At the same 

time, the particle velocity drops faster so that when 

the particles are close to the global optimal solution, 

it can be achieved. This results in the particles not 

losing their optimal solution [24].  

3.2 Parameter analysis 

This analysis is used to consider the use of the 

𝜆 = 0.85. Consideration of the use of the values is 

the result of curve analysis in Fig. 3 and performance  

 

 
Figure. 2 Graph of reduction in inertia weight 

 
Figure. 3 Variations of 𝜆 values 

 

(i.e accuracy) in Fig. 4. Curve analysis was 

performed by comparing the 𝜆  values in the range 

(0.6-0.95) and using  𝑡𝑚𝑎𝑥 = 50.  In Fig. 3, the 𝜆 

=0.85 curve is in the middle position among other 𝜆 

values. This shows that this value is the most ideal in 

exploring the search space.  Ideal means that the 

balance between global and local search is the best 

for SMILES code classification. 

Accuracy tests on various 𝜆 values are carried out 

to know the 𝜆  that produces the highest accuracy. 

The average accuracy of λ can be seen in Fig. 4. Fig. 

4 shows that the accuracy of λ = 0.85 is the highest. 

3.3 Representation of particles 

In this research, integer and real values  were used 

to represent the contents of the particles. Particle 

representation consists of the number of hidden 

neurons, weight, and bias. The length of the particle 

depends on the number of hidden neurons entered, as 

shown in Eq. (19) 
 

𝐿 =  𝑎 + ℵ × 𝑓𝑖 +  bkÑ                   (19) 
 

Where 𝑎 =1 is a storage area for the number of hidden 

neurons, ℵ  is the maximum number of hidden 

neurons, 𝑓𝑖 is the number of features in this study = 

29, and 𝑏𝑘Ñ is the amount of bias. The representation 

of the particles can be seen in Table 2. 

 

 
Figure. 4 Comparison of accuracy of variations of 𝜆 

values 
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Table 2. Representation of particles 
Number of 

hidden 

neurons 

weight: feature x 

hidden neuron 

bias  

Ñ w11 … wfÑ b11 … bkÑ 

3.4 Definition of fitness 

Each particle has a fitness function that can be 

used to evaluate the performance of the particle. In 

this study, the fitness function (𝑓(𝑖)) (Eq. (20)) is 

defined as  

 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑐

𝑁𝑡
 (20) 

 

where 𝑁𝑐 is the number of correct test data, and 𝑁𝒕 is 

the total amount of all testing data[18]. 

3.5 Function classification of active compounds 

with the PSO-ELM 

To be able to classify the PSO-ELM using the 

SMILES code, several steps are taken, as shown in 

Fig. 5, are as follows:  

1. Perform data preprocessing  

Data preprocessing consists of data cleaning and 

feature retrieval. 

a. Cleaning of invalid data: The data were obtained 

from PubChem, drug bank, and Ttdrug; then, 

synchronization was carried out between the 

three dataset sources. The data had the same 

name of the active compound but a different 

SMILES code; then, the SMILES code from the 

PubChem database was used as a reference. 

b. Feature retrieval. The features were extracted 

from the SMILES code into 29 features, as 

shown in Table 1.  

 

2. Conduct training on training data using the PSO 

and ELM algorithms. The ELM algorithm was 

used to calculate the fitness value of each 

particle. The calculation of the fitness value 

referred to Eq. 20. This training used inertia 

weights (𝑤) and the acceleration coefficient (𝑐1 

and 𝑐2) as adaptive. The adaptive inertia weights 

were used in Eq. (18); 𝑐1 was used in Eq. (21) 

[26] as, 

 

𝑐1 = (𝑐1𝑓 − 𝑐1𝑖) ×
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑡𝑒𝑟

max 𝑖𝑡𝑒𝑟
+  𝑐1𝑖 (21) 

 

and 𝑐2 was used in Eq. (22) as, 

 

𝑐2 = (𝑐2𝑓 − 𝑐2𝑖) ×
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑡𝑒𝑟

max 𝑖𝑡𝑒𝑟
+  𝑐2𝑖 (22) 

SMILES Codes

PSO-ELM

Stop

Extract the SMILES codes

Prediction result 

training data

testing data

weight, bias, hidden 

neuron

Start

ELM

 
Figure. 5 PSO-ELM classification stages based on the 

SMILES code 

 

where the values 𝑐1𝑖, 𝑐1𝑓 , 𝑐2𝑖, and 𝑐2𝑓 are constant. In 

this study, the value 𝑐1𝑖= 𝑐2𝑓 = 2.5 and value 𝑐1𝑓 =

 𝑐2𝑖= 0.5. Therefore, the value 𝑐1 ranges from 2.5 to 

0.5 while the value 𝑐2 from 0.5 to 2.5. In this training 

phase, the output was obtained in the form of the 

optimal number of hidden neurons, weight, and bias. 

 

3. The weight, bias, and the number of hidden 

neurons obtained from step 2 were used to 

predict the testing data using the ELM algorithm. 

The performance of the ELM was measured by 

using Eq. (20). The stages of classification of the 

function of the active compound can be seen in 

Fig. 5. 

4. Result and discussions 

The data were taken from https: 

//www.pubchem.ncbi.nlm.nih.go and then divided 

into two groups: 90% as training data and 10% as 

testing data. The testing data was taken from each 

class with a proportional number randomly. A total 

of 1043 data were classified into four classes, i.e., 

neurological diseases, bacterial infections, 

inflammation, and cancer, in which each class 

consisted of 346, 281, 232, and 184, respectively.  

According to the research of S. Saraswathi, S. 

Sundaram, and N. Sundararajan [12], the amount of  
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Table 3. The amount of data in each class 

No Class 
Total number of 

molecules 
Difference 

1 Nerves 346 0 

2 bacteria 281 18.78613 

3 Inflammation 232 32.94798 

4 Cancer 184 46.82081 

Total data 1043 

 
Table 4. Class descriptions 

 

unbalanced data can still be tolerated if the difference 

between the classes is lesser than 40%. In this study, 

the difference between the neurological class and the 

bacteria class = 18.8%, the neurological class with 

inflammation = 33%, and the nerve class with cancer 

as much as 46.8%, as shown in Table 3. 

In this study, testing will be carried out in 2 

classes, 3 classes, and 4 classes, as shown in Table 4. 

4.1 Parameter 

The parameters used to carry out this experiment 

include the maximum number of iterations: 50, the 

maximum number of hidden neurons: 200, the Tanh 

activation function, and the population size (number 

of particles) used = 25. The number of particles is 

sufficient based on the research conducted by P. 

Umapathy, C. Venkataseshaiah, and M. S. 

Arumugam [30], A. Ratnaweera, S. K. Halgamuge, 

and H. C. Watson [26] and Y. Shi and R. C. 

Eberhart[25]. P. Umapathy, C. Venkataseshaiah, and 

M. S. Arumugam, and C. Li and X. Liu [24] using the 

number of particles as 20. The weight of inertia used 

is adaptive using Eqs. (12)-(18); hence, the value 

starts with 𝑤𝑚𝑎𝑥 (0.9) and ends with 𝑤𝑚𝑖𝑛 = 0.3. The 

acceleration coefficient is adaptive, which runs from 

2.5 to 0.5 for 𝑐1  and 0.5 to 2.5 for 𝑐2 . All these 

parameters will be used to evaluate the average 

accuracy, maximum accuracy, standard deviation of 

accuracy, and training time. Each scenario will be 

repeated 40 times. 

4.2 Average accuracy  

In this accuracy test, there are 2 scenarios carried 

out. First, comparing the performance of ELM and 

PSO-ELM with different inertia weights. The second  

 
Figure. 6 Comparison of average accuracy of the ELM 

and PSO-ELM. The classification of compounds into 

twoclasses show the best accuracy, and the PSO-ELM 

propose algorithm shows the best accuracy in all classes 

compares the Proposed with other machine learning 

algorithms. 

4.2.1 Average accuracy of PSO-ELM 

The average accuracy was tested using the ELM, 

and PSO-ELM algorithms using the inertia weights 

in Eqs. (12) - (18) (Fig. 6). The algorithm labeling 

was adjusted according to the order of equation 

number in this article; for example, the LDIW inertia 

weight is called PSO1, the inertia weight for NDIW 

is called PSO2, the inertia weight for LVIW is called 

PSO3, the PIW inertia weight is called PSO4, the 

inertia weight for SAIW is called PSO5, and the 

Modified SAIW is called proposed.  

The result of this experiment showed that the 

average accuracy test of the ELM is lower than the 

PSO-ELM in all classes. This is because the ELM 

does not have the ability to optimize appropriate 

weight, bias, and the number of hidden neurons. 

Further analysis suggested that the PSO using 

Modified SAIW (proposed) inertia has the highest 

average accuracy compared to the other PSO-ELM  

because of the strong propose inertia weight in 

exploring local optimal search solutions because the 

movement is very slow to get to a weight of 0.3 (Fig. 

2). The proposed algorithm could increase the 

accuracy of the ELM until 2.54%, 6.43%, and 3.85%  

for the classes 2, 3, and 4, respectively. 

The greater the number of classes used, the lower 

the accuracy. This is due to the increasing number of 

comparisons and the t level of difficulty in class 

determination. These results correspond to T. F. 

Lesmana, S. M. Isa, and N. Surantha [31], and O. K. 

Utomo, N. Surantha, S. M. Isa, and B. Soewito[32] 

showed that the accuracy of research on the testing 

data decreases in parallel with increase in the number 

of classes. The lowest accuracy in trials with 4 classes 

compared to 2 and 3 classes is also due to prediction 

errors for the cancer class. This is because the number  

Number of Classes Dataset 

2 Nerves, bacterial infection 

3 

Nerves, bacterial infection, 

inflammation 

4 

Nerves, bacterial infection, 

inflammation, cancer 
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Figure. 7 Comparison of machine learning algorithms  

accuracy results 

 

of data on the cancer class is the lowest, and the 

difference in the number of training data on the 

cancer class with other classes is more than 40%[33]. 

This lack of training data leads to data pattern 

recognition (learning conducted in the cancer classes 

is not accurate).  

4.2.2 Comparison of classification accuracy of machine 

learning algorithms 

The purpose of this test scenario is to know the 

proposed performance compared to other machine 

learning algorithms. In this scenario, the Proposed is 

compared with KNN, Naive Bayes, SVM-RBF, 

AdaBoost, Classification and Regression Tree 

(CART), and Random Forest. In this experiment 

using k = 5 and the Manhattan distance for the KNN 

method. While the Decision Tree and AdaBoost 

methods use a depth of 4 and n_estimator: 100. The 

experimental results are shown in Fig. 7.  

The proposed has higher accuracy compared to 

KNN, Gaussian Naïve Bayes, SVM-RBF, AdaBoost, 

Decision Tree CART (Classification and Regression 

Tree), and Random Forest for all classes. The highest 

increase accuracy is in the number of class 4, i.e., 

Proposed 10.2% higher than KNN, 30.6% higher 

than Gaussian Naïve Bayes, 23.8% higher than SVM-

RBF, 8.3% higher than AdaBoost, 12.3% more high 

compared to CART and 11.3% higher than random 

Forest.  

4.3 Maximum accuracy 

The maximum accuracy is obtained after testing 

with the same parameters as the previous test and 

repeated 40 times. The maximum accuracy results are 

shown in Fig. 8. Overall, the maximum accuracy of 

the PSO-ELM method is better than the ELM method 

for the classes 2 and 3. However, the PSO2-ELM and  

 
Figure. 8 Comparison of the maximum accuracy of the 

ELM and PSO-ELM 

 

 
Figure. 9 Standard deviation which indicated the value of 

accuracy average of ELM and PSO-ELM 

 

the PSO4-ELM have low maximum accuracy in class 

4. The proposed PSO-ELM algorithm has higher 

accuracy compared with the ELM in all classes, i.e., 

3.17% for class 2, 6.9% for class 3, and 2.9% for class 

4. The maximum accuracy was achieved by the 

PSO5-ELM that was almost similar to the proposed 

algorithm for classes 2 and 3, even higher for class 4. 

This is because the inertia weight on the PSO5-ELM 

decreased slowly at the beginning of the iteration, 

which caused global search exploration. 

4.4 The standard deviation of average accuracy 

In simple terms, the standard deviation (STDEV) 

describes the difference between the sample value 

and the average value or mean value. The greater the 

standard deviation value means more spread (varies) 

of the accuracy value from the average. Conversely, 

if it is small, the accuracy value will be more 

homogeneous (almost the same). The comparison of 

the standard deviation of the average accuracy among 

the ELM and PSO-ELM is quite low; this data 

suggests that the accuracy value of the method is 

close to the average accuracy value (Fig. 9).  

The standard deviation in class 2 is the lowest 

compared to the other classes. Moreover, the 

accuracy  of  class  2  is  also  the  best,  in  which the 
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Figure. 10 Computing time computation of PSO-ELM 

 

average accuracy value ranges from 93% (ELM) to 

96.5% (proposed algorithm). The standard deviation 

of the proposed algorithm is smaller than PSO5, 

which indicates that the accuracy of the proposed 

algorithm is more convergent with average accuracy. 

4.5 Training and testing time 

The result from training and testing time 

indicated that the PSO1-ELM has the shortest 

execution time compared to the others because of the 

linear inertia weight of PSO1. The proposed 

algorithm, which is a modification of PSO5, has a 

shorter execution time than PSO5 (Fig. 10). 

5. Conclusion 

The study concluded that the ELM and PSO-

ELM can be used to classify the function of active 

compounds based on the SMILES code with high 

accuracy. The PSO-ELM can improve the accuracy 

performance of the ELM classification by optimizing 

the weight, bias, and the number of hidden neurons 

automatically. The proposed algorithm has the 

highest average accuracy and better than the ELM by 

increasing the accuracy to 2.54%, 6.43%, and 3.85% 

for 2, 3, and 4 classes, respectively. Moreover, the 

proposed PSO-ELM was better than the PSO-ELM 

for average accuracy, computation time, and standard 

deviation. A comparison with KNN, Gaussian Naïve 

Bayes, SVM-RBF, AdaBoost, CART, and Random 

Forest for all classes shows that the proposed method 

is superior. Future work will focus on preprocessing, 

namely increasing the number of features that are 

extracted from the SMILES code. We hope that the 

increasing number of features, the recognition of the 

characteristics of the class be better. 
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