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Abstract: This paper proposes a new meta-heuristic swarm optimization algorithm called Cicada Swarm Optimization 

(CISO) algorithm, which mimics the behavior of bio-inspired swarm optimization methods. The CISO algorithm is 

tested with 23 benchmark functions and taken two problems engineering design, pressure vessel problem and 

himmelblau’s problem. The performance of CISO algorithm is compared with meta-heuristic well-known and recently 

proposed algorithms (Cockroach Swarm Optimization (CSO), Grasshopper Optimization algorithm (GOA) and 

Particle Swarm Optimization (PSO)). The obtained results showed that the proposed algorithm succeeded in improving 

the test functions and solved engineering design problems that could not be improved by other algorithms according 

to the chosen parameters and the limits of the research space, also showed that CISO has a faster convergence with the 

minimum number of iterations and also have an accurate calculation efficiency Satisfactory compared to other 

optimization algorithms. 

Keywords: Cicada swarm optimization (CISO), Cockroach swarm optimization (CSO), Grasshopper optimization 

algorithm (GOA), Particle swarm optimization (PSO). 

 

 

1. Introduction 

1.1 Motivation  

Meta-heuristics are a type of approximate 

methods, that is generally designed to optimize 

difficult combinatorial optimization problems, in 

which exact and classical heuristics methods have 

unable to be efficient and effective. They provide 

common frameworks that permit for generating new 

hybrids by merging different algorithms derived from 

heuristics models such as; AI biologically inspired 

models, NN systems, and statistical mechanics [1]. 

Meta-heuristics have been extremely successful in 

obtaining optimal or close to optimal solutions for 

many applications of optimizations in multiple areas 

better than other classical exact and heuristics. 

Dislike other optimization methods, meta-heuristics 

algorithms permit the optimization of big size 

problem by obtaining suitable results in practical 

periods. Meta-heuristics have taken more popularity 

in the last few decades [2]. They have been used in 

many practical applications due to their high 

performance and success to solve many complicated 

optimization problems. Applications of meta-

heuristic divided into many different fields; some of 

these fields include machine learning, topology and 

parameters optimization; data mining; and system 

modelling [3]. To design meta-heuristic optimization 

algorithm, three concepts must be considered; (1) 

Parameters of the problem, the problem can be 

divided into continuous or discrete depending on the 

parameters. (2) Constraints of variables, 

Optimization problems can be classified into 

constrained and unconstrained ones based on the type 

of constraints. (3) The cost function of a given 

problem, the problem can be divided into single-

objective and multi-objective problems [4]. Based on 

the above three points, we need to select the 

optimization algorithm according to the parameter 

type, constraint and target number. The development 

of optimization algorithms is relatively mature at 

present, and many excellent optimization algorithms 

have been applied in various fields [5]. 

In this study, a new nature-inspired algorithm, 

called Cicada Swarm Optimization (CISO), is 
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proposed to compete with the current optimization 

algorithms. The main inspiration of the proposed 

algorithm is the navigating mechanism of Cicada 

insect in nature and behavior of searching to 

discovered a best location. The paper first proposes 

the mathematical model of path Cicada. An 

optimization algorithm is then proposed using the 

mathematical model to solve optimization problems 

in different fields. Although many optimization 

algorithms face with setting of multiple control 

parameters, the lack of control parameters is the 

important strong point of CISO. 

1.2 Related works 

In the recent years, an increasing number of the 

meta-heuristic methods have been introduced. The 

researchers divided the meta-heuristic algorithms 

into three types, which are based on the principles of 

biological evolution, population and physical 

phenomena [6-9]. The evolutionary approach is 

inspired by the concept of natural evolution. The 

population-based optimization algorithm is mainly 

inspired by the social behavior of animal groups, 

while the physical phenomenon based method mainly 

imitates the physical rules of the universe. These 

methods can be summarized into: Particle Swarm 

Optimization (PSO) [10]; which is inspired by the 

social behaviors of animals, such as birds and fishes , 

Genetic algorithm (GA) [11];which is derived from 

the genetic law and reproduction is indeed based on 

the Darwin’s theory, Ant Colony Optimization 

(ACO)  [12]; which uses the seeking behavior of the 

ants , Firefly Algorithm (FA) [13]; which is modelled 

by observation of the flicker fireflies ,Charged 

System Search (CSS) [14]; based on some principles 

from physics and mechanics which each agent is a 

Charged Particle, Artificial Chemical Reaction 

Optimization Algorithm (ACROA) [15]; based on 

chemical reactions possess, Ray Optimization (RO) 

[16] ; in which each factor is considered as a beam of 

light and moves in the search space to find the 

optimum point, Colliding Bodies Optimization 

(CBO) [17]; which is based on one-dimensional 

collisions between bodies , Crow Search Algorithm 

(CSA) [18]; which works based on intelligent 

behaviors of crows , Kidney-inspired Algorithm 

(KA) [19]; which uses the kidney process in the 

human body, Optimal Foraging Algorithm (OFA) 

[20]; which is inspired by the animal Behavioral 

Ecology Theory ,Grasshopper Optimization 

Algorithm (GOA) [21];which is mimics the behavior 

of Grasshopper insect ,and Rain optimization 

algorithm (ROA)[22]; which is inspired by the 

raindrops. 

Since none of the algorithms mentioned or others 

claim that they work to improve all kinds of problems 

i.e., linear and/or non-linear, constrained and/or non-

constrained problems, there are still many 

opportunities to explore new innovative methods. 

The rest of the paper is structured as follows. Section 

2 describes the CISO swarm optimization algorithm 

developed in this study. Section 3 tests the 

performance of the algorithm on the unimodal 

functions, multimodal functions and fixed-dimension 

multimodal functions. Section 4 Results and 

Discussion. Section 5 applies the CISO algorithm to 

the Engineering Design problems to further test the 

performance of the algorithm. Section 6 Conclusions. 

2. Cicada swarm optimization method 

(CISO) 

Insects have a shifting chemical sensory system 

that senses various environmental stimuli and guides 

their behaviors [23]. The antennae of insects are 

important chemical receptors. They mainly play 

olfactory and tactile effects, and some even have an 

auditory function. They can help insects 

communicate, find the opposite sex, find food and 

choose spawning sites. People often use this property 

of insects to release substances with specific volatile 

odors to attract or evade insects harmful to plants [24]. 

The cicada is characterized by two antennae, 

sometimes up to two times the length of its body. This 

kind of antenna has two basic functions: one is to 

explore the surrounding environment. For example, 

when encountering an obstacle, the feeler can 

perceive its size, shape, and hardness. The second is 

to capture the smell of food or find potential mates by 

swinging the body’s antenna. When a higher 

concentration of odor is detected on one side of the 

antenna, the insect will rotate in the same direction, 

otherwise, it will turn to the other side. According to 

this simple principle, cicada can effectively find food 

[25-26]. With the continuous deepening of the 

experiment, we found that the performance of the 

CSO algorithm in dealing with high-dimensional 

functions is not very satisfactory, and the iterative 

result is very dependent on the initial position of the 

cockroach. In other words, the choice of an initial 

position greatly affects the efficiency and 

effectiveness of optimization. Inspired by the swarm 

optimization algorithm, we have made further 

improvements to the CSO algorithm by expanding an 

individual to a group. The cicada Algorithm can 

automatically realize the optimization process 

without knowing the specific form of the function and 

gradient information. The major advantage of the 

CISO is the lesser complexity involved in its design 
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and in its ability to solve the optimization problem in 

less time and high accuracy. When using CISO to 

optimize nonlinear systems, a simple two-step 

building procedure is employed as follows: (i) model 

the searching behavior; (ii) formulate the behavior of 

detecting. In this algorithm, the position of cicada at 

time 𝒕  ( 𝒕 = 1,2, …  ) is denoted as 𝒙𝒕  , denote the 

concentration of odor at position 𝒙  to be 𝒇 (𝒙) 

known as a fitness function, where the maximum (or 

minimum) value corresponds to the point of odor 

source. Each cicada represents a potential solution to 

the optimization problem, and each cicada 

corresponds to a fitness value determined by the 

fitness function. Similar to the particle swarm 

algorithm, the cicada also share information, but the 

distance and direction of the cicada are determined by 

their speed and the intensity of the information to be 

detected by their two antennae. We borrowed the 

mathematical idea to CISO from two methods, 

particle swarm algorithm, and cockroach swarm 

algorithm. There is a population of  𝒏  cicada 

represented as 𝑿 = (𝑿𝟏, 𝑿𝟐, … , 𝑿𝒏)  in an S-

dimensional search space, where the 𝒊  th cicada 

represents an S-dimensional vector 𝑿𝒊 =
(𝒙𝒊𝟏, 𝒙𝒊𝟐, … , 𝒙𝒊𝑺)𝑻 ,represents the position of the 𝒊 th 

cicada in the S-dimensional search space, and also 

represents a potential solution to the problem. 

According to the target function, the fitness value of 

each cicada position can be calculated. The speed of 

the 𝒊  the cicada is expressed as 𝑽𝒊 =
(𝑽𝒊𝟏, 𝑽𝒊𝟐, … , 𝑽𝒊𝑺)𝑻  .The individual extremity of the 

cicada are represented as 𝑷𝒊 =
(𝑷𝒊𝟏, 𝑷𝒊𝟐, … , 𝑷𝒊𝑺)𝑻 ,and the group extreme value of 

the population is represented As 𝑷𝒈 =

(𝑷𝒈𝟏, 𝑷𝒈𝟐, … , 𝑷𝒈𝑺)𝑻 .The mathematical model for 

simulating its behavior is as follows: 

 

𝑋𝑖𝑠
𝑘+1 = 𝑋𝑖𝑠

𝑘 + 𝜆𝑉𝑖𝑠
𝑘 + (1 − 𝜆)𝜉𝑖𝑠

𝑘            (1) 

 

Where 𝒔 =  𝟏, 𝟐, … , 𝑺 ;  𝒊 =  𝟏, 𝟐, … , 𝒏 ;  𝒌  is the 

current number of iterations. 𝑽𝒊𝑺 is expressed as the 

speed of cicada, and 𝝃𝒊𝒔
𝒌  represents the increase in 

cicada position movement. 𝝀 is a positive constants. 

Then the speed formula is written as: 

 

𝑉𝑖𝑠
𝑘+1 = 𝑤𝑉𝑖𝑠

𝑘 + 𝑐1𝑟1(𝑃𝑖𝑠
𝑘 − 𝑋𝑖𝑠

𝑘 )                  

+𝑐2𝑟2(𝑃𝑔𝑠
𝑘 − 𝑋𝑔𝑠

𝑘 )                       (2) 

 

Where 𝒄𝟏, 𝒄𝟐 are two positive constants, and 𝒓𝟏, 𝒓𝟐 

are two random functions in the range [0,1]. 𝒘 is the 

inertia weight. In the standard PSO algorithm, 𝒘 is a 

fixed constant, but with the gradual improvement of 

the algorithm, many scholars have proposed a 

changing inertia factor strategy. This paper adopts the 

strategy of decreasing inertia weight, and the formula 

is as follows: 

 

𝑤 = 𝑤𝑚𝑎𝑥 −
𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

𝐾
∗ 𝑘              (3) 

 

Where 𝒘𝒎𝒊𝒏  and 𝒘𝒎𝒂𝒙  respectively represent the 

minimum and maximum value of  𝒘  . 𝑲 and 𝒌 are 

the current number of iterations and the maximum 

number of iterations. In this paper, the maximum 

value of 𝒘 is set to 0.9, and the minimum value is set 

to 0.4, so that the algorithm can search a larger range 

at the beginning of evolution and find the optimal 

solution area as quickly as possible. As 𝒘 gradually 

decreases, the cicada speed decreases and then enters 

local search. The  𝝃  function, which defines the 

incremental function, is calculated as follows: 

 

𝜉𝑖𝑠
𝑘+1 = 𝛿𝑘 ∗ 𝑉𝑖𝑠

𝑘 ∗ 𝑠𝑖𝑔𝑛(𝑓(𝑋𝑟𝑠
𝑘 ) − 𝑓(𝑋𝑙𝑠

𝑘 )) (4) 

 

In this step, we find a high dimension mechanism 

formula to detect the behaviors of cicada. 𝜹 Indicates 

step size. 𝒔𝒊𝒈𝒏(. ) Represents a sign function. The 

search behaviors of the right antenna and the left 

antenna are respectively expressed as:   

 

 𝑋𝑟𝑠
𝑘+1 = 𝑋𝑟𝑠

𝑘 + 𝑉𝑖𝑠
𝑘 ∗ 𝑑/2              (5) 

 

𝑋𝑙𝑠
𝑘+1 = 𝑋𝑙𝑠

𝑘 + 𝑉𝑖𝑠
𝑘 ∗ 𝑑/2               (6) 

 

Where 𝒅  represents the distance between the two 

antennae of cicada, can calculate by Eq. (7). 

 

𝑑𝑡 = 𝛿𝑡

𝑐2
⁄                          (7) 

 

Where 𝜹 represents the step size of cicada, can be 

found by Eq. (8). 

 

𝛿𝑡 = 𝑐1𝛿𝑡−1 + 𝛿𝑜   𝑜𝑟  𝛿𝑡 = 𝑒𝑡𝑎 ∗ 𝛿𝑡−1   (8) 

 

Where  𝒄𝟏 , 𝒄𝟐 and 𝒆𝒕𝒂 are constants to be adjusted 

by designers, we recommend eta’s value is 0.95. 

Fig. 1 shows the trajectories of the Cicada swarm 

in three-dimensional space. To represent the search 

path more visually, we used a small population size 

and showed the location change process of 20 

iterations in 3D space. Because factors such as step 

length and inertial weight coefficient are decreasing 

in the iterative process, the algorithm will not 

converge to the target point too quickly, thus 

avoiding the group falling into the local optimum 

greatly. The CISO algorithm first initializes a set of 

random solutions. At each iteration, the search agent  
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NO Yes 

 
Figure. 1 Cicada search path in 3D space 

 

Table 1. CISO detailed pseudo code 

Procedure 

Initialize the swarm 𝑋𝑖(𝑖 = 1,2, … , 𝑛) 

Initialize population speed 𝑉 

Set step speed 𝛿 , speed boundary  𝑉𝑚𝑎𝑥  and 

𝑉𝑚𝑖𝑛  ,population size, sizepop and maximum number of 

iterations 𝐾  

Calculate the fitness of each search agent 

While( 𝑘 < 𝐾) 

    Set inertia weight 𝑤 using Eq. (3) 

    Update 𝑑 using Eq. (7) 

    For each search agent 

   Calculate 𝑓(𝑋𝑟𝑠) and 𝑓(𝑋𝑙𝑠) using Eq. (5) and Eq. (6) 

          Update the incremental function 𝜉 by the Eq. (4) 

          Update the speed formula 𝑉 by the Eq. (2) 

          Update the position of the current search agent by       

          the Eq. (1) 

    End for 

    Calculate the fitness of each search agent 𝑓 (𝑥) 

    Record and store the location of each search agent 

    For each search agent 

If 𝑓(𝑥) < 𝑓𝑝𝑏𝑒𝑠𝑡 

                𝑓𝑝𝑏𝑒𝑠𝑡 = 𝑓 (𝑥) 

               End if 

             If 𝑓(𝑥) < 𝑓𝑔𝑏𝑒𝑠𝑡  

                 𝑓𝑔𝑏𝑒𝑠𝑡 = 𝑓 (𝑥) 

            End if 

            End for 

Update 𝑥 if there is a better solution 

Update step factor 𝛿 by the Eq. (8) 

End while 

Return 𝑥𝑏𝑒𝑠𝑡 , 𝑓𝑏𝑒𝑠𝑡  

 

 

 
Figure. 2 CISO algorithm flowchart 

 

Start 

Define parameters of the algorithm

Generate initial cicada randomly 

Calculate the fitness functions and tag 

the best positions 

Update number 𝜹, and d 

Calculate P for the corresponding 

cicada 

Update X (i, j) for the corresponding 

cicada 

Are termination 

criteria satisfied? 

Report the best position among the 

cicada 

End 
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Table 2. Characteristics of the CISO algorithm 

General algorithm Cicada Swarm optimization 

Decision variable Cicada positions in each dimension 

Solution Cicada  positions 

Old solution Old positions of  Cicada 

New solution New positions of  Cicada 

Best solution Positions of target 

Fitness function Distance between  Cicada  and target 

Initial solution Random positions of  Cicada 

Process of generating new solution Flying in a spiral path toward a target 

 

updates its location based on its own search 

mechanism and the best solution currently available. 

The combination of these two parts can not only 

accelerate the population's iteration speed, but also 

reduce the probability of the population falling into 

the local optimum, which is more stable when dealing 

with high-dimensional problems. Table 1 illustrates 

the detailed CISO algorithm pseudo-code, Table 2 

illustrates the Characteristics of the CISO algorithm, 

while Fig. 2 shows the proposed algorithm flowchart. 

In theory, the CISO algorithm includes 

exploration and exploitation ability, so it belongs to 

global optimization. Furthermore, the linear 

combination of speed and Cicada search enhances the 

rapidity and accuracy of population optimization and 

makes the algorithm more stable. In the next section, 

we will examine the performance of the proposed 

algorithm through a set of mathematical functions. 

3. Tests performance of algorithm 

In the optimization field, a set of mathematical 

functions with optimal solutions is usually used to 

test the performance of different optimization 

algorithms quantitatively and the test functions 

should be diverse so that the conclusions are not too 

one-sided. In this paper, three groups of test functions 

with different characteristics are used to benchmark 

the performance of the proposed algorithm which are 

unimodal functions, multimodal functions and fixed-

dimension multimodal functions [27-30].The specific 

form of the function is given in Tables (3)-(5), where 

𝐷𝑖𝑚 represents the dimension of the function, Range 

represents the range of independent variables, that is, 

the range of population, and 𝑓𝑚𝑖𝑛   represents the 

minimum value of the function. 

Fig. 3. shows the two-dimensional versions of the 

unimodal function, multimodal function and fixed-

dimension multimodal function respectively. The 

unimodal test function has only one global optimal 

solution, which is helpful to find the global optimal 

solution in the search space, and it can test the 

convergence speed and efficiency of the algorithm 

well. From Fig. 4, it can also be seen that the 

multimodal function, and the fixed-dimension 

multimodal test function have multiple locally 

optimal solutions, which can be used to test the 

algorithm to avoid the performance of the local 

optimal solution, and the fixed-dimension 

multimodal function compared with unimodal test 

function is more challenging. In the part of qualitative 

analysis, six typical test functions are provided, 

including optimal trajectory map, contour map and 

convergence curve of the search path. In the 

quantitative analysis part, 50 search agents were used, 

the maximum number of iterations was set to 1000, 

and each test function was run 30 times to generate 

statistical results. Quantitative evaluation was 

performed using the mean, standard deviation, and 

program performance time of three performance 

indicators. Statistical results are reported in Table 6. 

CISO was compared with PSO [10], CSO [31], and 

GOA [21]. 

4. Results and discussion 

The numerical analysis has been included testing 

of benchmark functions, statistical analysis of multi-

objective functions, implementing to design 

problems and implementing of engineering 

application. In the next subsection, we discussed 

these problems respectively. Also, all methods have 

been coded in MATLAB 2018 software, and PC with 

Intel i7 CPU, 8 GB RAM and Nvidia GTX950 

hardware has been used for all simulations. Note that, 

all methods have been simulated in same conditions 

(same population size and number of iterations). 

4.1 Qualitative results 

In this paper, six unimodal, multimodal and 

fixed-dimension multimodal functions are selected to 

observe the CISO algorithm’s optimization behavior. 

In order to express the optimization trajectory more 

intuitively, we use five search agents. Fig. 4 shows 

the optimal trace of each test function, the contour 

map of the search path, and the convergence curves. 

The optimal trajectory gives the best cicada 

optimization route. Since the initial position of the 

cicada is randomly generated, the optimal trajectory 
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may be different when reproducing the result. The 

contour map of the search path can more intuitively 

display the cicada’s trajectory, and connecting the 

same 𝑧-values on the 𝑥, 𝑦 plane makes it easier to 

observe cicada movements. The convergence curve 

shows the function value of the best solution obtained 

so far. From Fig. 4 it can be seen that cicada gradually 

move to the best point and eventually gather around 

the global best point. This phenomenon can be 

observed in unimodal, multimodal, and fixed-

dimension multimodal functions. The results show 

that the CISO algorithm has a good balance between 

exploration and exploitation capabilities to promote 

the cicada to move to the global optimum. In addition, 

in order to more clearly represent the trajectory of the 

cicada, some of the function images are processed. 

Such as 𝑓10, this paper selects the opposite form and 

can more intuitively observe the optimal trajectory. 

The CISO algorithm of the cicada self-optimization 

mechanism has been added, which can more 

intelligently avoid local optimums. During the 

optimization process, we found that some cicada 

always move quickly toward the maximum value, 

and then reach the maximum value and then perform 

normal iterations. This mechanism makes the cicada 

cleverly avoid the local optimum during the 

optimization process. For unimodal and multimodal 

functions, the advantage of the self-optimization 

mechanism is even more pronounced. Fig. 5 provides 

a convergence curve to further prove that this 

mechanism can improve the search results. The 

convergence curve clearly shows the descending 

behavior of all test functions. Observe that the CISO 

search agent suddenly changes during the early stage 

of the optimization process, and then gradually 

converges. this behavior ensures that the algorithm 

quickly converges to the optimal point to reduce the 

iteration time.  

4.2 Quantitative results  

The above discussion proves that the proposed 

algorithm can solve the optimization problem, but 

pure qualitative test can not prove the superiority of 

the algorithm. This section raises the dimensions of 

test functions other than fixed dimensions to 30 

dimensions and gives quantified results. Table 6 

gives the experimental results of the test function. As 

shown in Table 6, when dealing with the unimodal 

functions, the processing speed of CISO is 

comparable to that of PSO, but it is obviously better 

than CSO and GOA algorithm. In addition, compared 

with the other three algorithms, CISO algorithm is 

more stable in performance. Adding the cicada search 

mechanism in the process of optimization makes the 

algorithm have better global optimization 

performance, accelerates the convergence speed of 

the algorithm, and effectively avoids the 

phenomenon of “premature”. When dealing with 

multimode functions, CISO algorithm shows good 

performance again. Because multimodal functions 

have multiple local optimal solutions, the results can 

be directed to show that CISO algorithm is effective 

and efficient in avoiding local optimal solutions. For 

the fixed-dimension multimodal functions, the 

proposed algorithm gives very competitive results. 

The CISO algorithm has the ability to balance the 

exploration and exploitation of the individual and can 

solve more challenging problems. 

Convergence curves of CISO, CSO, GOA and 

PSO are compared in Fig. 5 for all of the test 

functions. The figure shows that CISO has good 

processing ability for unimodal functions, 

multimodal functions and fixed-dimension functions, 

and the processing process is very stable. Especially 

when solving more complex fixed-dimension 

functions, CISO shows more obvious advantage than 

other algorithms. It can be seen that CISO is enough 

competitive with other state of the art metaheuristic 

algorithms. As a summary, the results of this section 

revealed different characteristics of the proposed 

CISO algorithm. Efficient and stable search 

capabilities benefit from cicada-specific optimization 

features. The increase in the exploration function of 

the left and right must greatly improve the stability of 

the search, making the exploration and exploitation 

capabilities more balanced, and the CISO can handle 

better for high-dimensional and more complex 

problems. Overall, the success rate of the CISO 

algorithm seems to be higher in solving challenging 

problems. In the next sections, CISO performance is 

validated on more challenging multi-objective issues. 

The summery results of proposed method show that 

Functions F1 to F7 are unimodal. The mean results of 

30 times of the algorithm’s independent running, are 

shown in Table 6. These results show that the 

proposed CISO has a better performance in all F1 to 

F7 functions than other algorithms. In multimodal 

functions of F8 to F13, by increasing the function 

dimensions, the number of local responses is 

increased exponentially. Therefore, arriving at the 

minimum response of these functions is hardly 

possible. In these types of functions, arriving at a 

response close to the ideal response represents the 

algorithm’s high power in passing through the local 

wrong responses. Results gained from assessing F8 

to F13 after 30 times running of CISO and other 

algorithms are shown in Table 6. In all these 

functions, CISO shows a better performance.  
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Table 3. Description of unimodal benchmark functions 

Function Dim Range 𝒇𝒎𝒊𝒏 

𝑓1(𝑥) = ∑ 𝑥𝑖
2

𝑛

𝑖=1
 

30 [−100,100] 0 

𝑓2(𝑥) = ∑ |𝑥𝑖| + ∏ |𝑥𝑖|
𝑛

𝑖=1

𝑛

𝑖=1
 

30 [−10,10] 0 

𝑓3(𝑥) = ∑ (∑ 𝑥𝑗

𝑖

𝑗−1
)

2𝑛

𝑖=1
 30 [−100,100] 0 

𝑓4(𝑥) = 𝑚𝑎𝑥𝑖{|𝑥𝑖|, 1 ≤ 𝑖 ≤ 𝑛} 

 
30 [−100,100] 0 

𝑓5(𝑥) = ∑ [100(𝑥𝑖+1 − 𝑥𝑖
2)2 + (𝑥𝑖 − 1)2]

𝑛−1

𝑖=1
 30 [−30,30] 0 

𝑓6(𝑥) = ∑ ([
𝑛

𝑖=1
𝑥𝑖 + 0.5])2 

30 [−100,100] 0 

𝑓7(𝑥) = ∑ 𝑖𝑥4 + 𝑟𝑎𝑛𝑑𝑜𝑚[0,1]
𝑛

𝑖=1
 30 [−1.28,1.28] 0 

 
Table 4. Description of multimodal benchmark functions 

Function Dim Range 𝒇𝒎𝒊𝒏 

𝑓8(𝑥) = ∑ −𝑥𝑖sin (
𝑛

𝑖=1
√|𝑥𝑖| ) 30 [−500,500] 0 

𝑓9(𝑥) = ∑ [
𝑛

𝑖=1
𝑥𝑖

2 − 10 cos(2𝜋𝑥𝑖) + 10] 30 [−5.12,5.12] 0 

𝑓10(𝑥) = −20 exp (−0.2√
1

𝑛
∑ 𝑥𝑖

2
𝑛

𝑖=1
 )

− exp (
1

𝑛
∑ cos(2𝜋𝑥𝑖)

𝑛

𝑖=1
) + 20 

30 [−30,30] 0 

𝑓11(𝑥) =
1

4000
∑ 𝑥𝑖

2
𝑛

𝑖=1
− ∏ cos (

𝑥𝑖

√𝑖

𝑛

𝑖=1
) + 1 30 [−600,600] 0 

𝑓12(𝑥) =
𝜋

𝑛
{10 sin(𝜋𝑦1) + ∑ (𝑦𝑖 − 1)2[1 + 10𝑠𝑖𝑛2(𝜋

𝑛−1

𝑖=1
𝑦𝑖

+ 1)] + (𝑦𝑛 − 1)2}

+ ∑ 𝑢(
𝑛

𝑖=1
𝑥𝑖 , 10,100,4) 

 

𝑦𝑖 = 1 +
𝑥𝑖 + 1

4
, 𝑢(𝑥𝑖 , 𝑎, 𝑘, 𝑚) = {

𝑘(𝑥𝑖 − 𝑎)𝑚𝑥𝑖 > 𝑎
−𝑎 < 𝑥𝑖 < 𝑎

𝑘(−𝑥𝑖 − 𝑎)𝑚𝑥𝑖 > −𝑎
 

 

 

30 

 

[−50,50] 
 

0 

𝑓13(𝑥) = 0.1 {𝑠𝑖𝑛2(3𝜋𝑥1) + ∑ (𝑥𝑖 − 1)2[1 + 𝑠𝑖𝑛2(
𝑛−1

𝑖=1
3𝜋𝑥𝑖

+ 1)] + (𝑥𝑛 − 1)2[1 + 𝑠𝑖𝑛2(2𝜋𝑥𝑛)]}

+ ∑ 𝑢(
𝑛

𝑖=1
𝑥𝑖 , 5,100,4) 

 

30 

 

[−50,50] 
 

0 

 

Functions F14 to F23 have both fixed-dimensions 

and low local responses. Results obtained from 30 

times running of CISO and other algorithm, are 

shown in Table 6. These results represent the suitable 

performance of CISO in relation to other algorithms. 
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Table 5. Description of fixed-dimension multimodal benchmark functions 

Function Dim Range 𝒇𝒎𝒊𝒏 

𝑓14(𝑥) = (
1

500
+ ∑ (𝑗 +

25

𝑗=1
∑ (

2

𝑖=1
𝑥𝑖 − 𝑎𝑖𝑗)6)−1)−1 2 [−65,65] 0.998 

𝑓15(𝑥) = ∑ [
11

𝑖=1
𝑎𝑖 −

𝑥1(𝑏𝑖
2 + 𝑏𝑖𝑥2

𝑏𝑖
2 + 𝑏𝑖𝑥3 + 𝑥4

  ]2 4 [−5,5] 0 

𝑓16(𝑥) = 4𝑥1
2 − 2.1𝑥1

4 +
1

3
𝑥1

6 + 𝑥1𝑥2 − 4𝑥2
2 + 4𝑥2

4 2 [−5,5] −1.03 

𝑓17(𝑥) = (𝑥2 −
5.1

4𝜋2
𝑥1

2 +
5

𝜋
𝑥1 − 6)2 + 10 (1 −

1

8𝜋
) 𝑐𝑜𝑠𝑥1 + 10 2 [−5,5] 0.398 

𝑓18(𝑥) = [1 + (𝑥1 + 𝑥2 + 1)2(19 − 14𝑥1 + 3𝑥1
2 − 14𝑥2 + 6𝑥1𝑥2 + 3𝑥2

2)] 
× [30 + (2𝑥1 − 3𝑥2)2 × (18 − 32𝑥1 + 12𝑥1

2 + 48𝑥2 − 36𝑥1𝑥2 + 27𝑥2
2)] 

2 [−2,2] 3 

𝑓19(𝑥) = ∑ 𝑐𝑖

4

𝑖=1
exp (− ∑ 𝑎𝑖𝑗(

3

𝑗=1
𝑥𝑖 − 𝑝𝑖𝑗)2) 3 [1,3] -3.86 

𝑓20(𝑥) = ∑ 𝑐𝑖

4

𝑖=1
exp (− ∑ 𝑎𝑖𝑗(

6

𝑗=1
𝑥𝑖 − 𝑝𝑖𝑗)2) 6 [0,1] −3.32 

𝑓21(𝑥) =  − ∑ [(𝑋 − 𝑎𝑖)(
5

𝑖=1
𝑋 − 𝑎𝑖)

𝑇 + 𝑐𝑖]
−1 4 [0,10] −10.15 

𝑓22(𝑥) =  − ∑ [(𝑋 − 𝑎𝑖)(
7

𝑖=1
𝑋 − 𝑎𝑖)

𝑇 + 𝑐𝑖]
−1 4 [0,10] −10.42 

𝑓23(𝑥) =  − ∑ [(𝑋 − 𝑎𝑖)(
10

𝑖=1
𝑋 − 𝑎𝑖)

𝑇 + 𝑐𝑖]
−1 4 [0,10] −10.56 

 

 
(a)                                                      (b)                                                 (c) 

Figure. 3 2D version functions: (a) unimodal function, (b) multimodal function, and (c) fixed-dimension function 
 

5. CISO algorithm for engineering design 

problems 

In this section, the better illustrate superiority and 

competitiveness of the CISO algorithm in solving 

optimization problems. The CISO method was 

applied to solve two well-known constrained 

engineering design problems, including 

Himmelblau’s problem, and the pressure vessel 

design. The results of proposed method are compared 

with the results of other algorithms. As seen in the 

results, the CISO algorithm has found optimum 

solutions within a lower number of analyses, 

particularly in engineering problems optimization 

applications. Finally, the CISO method has an 

interesting algorithm and is an effective and reliable 

method in terms of efficiency. 

 

 

A. Pressure Vessel Design Problem 
As shown in Fig. 6, two hemispheres cover the 

ends of the cylinder to form a pressure vessel. The 

goal is to minimize the total cost including material 

costs, welding costs and melding costs [32]: 

 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑐𝑜𝑠𝑡(𝑥) = 0.6224𝑥1𝑥3𝑥4 + 1.7781𝑥2𝑥3
2 

                                     +3.1661𝑥1
2𝑥4 + 19.84𝑥1

2𝑥3 

 

where 𝑥1 is the thickness of the shell  (𝑅𝑠), 𝑥2 is the 

thickness of the head (𝑅ℎ),  𝑥3  is the inner radius 

(𝑟) , and 𝑥4 is the length of the section of the cylinder 

of the container (𝐿) . 𝑅𝑠 and 𝑅ℎ are integral times of 

0.0625, the available thickness of rolled steel plates, 

𝑟 and 𝐿 are continuous. The constraint function can 

be stated as follows: 
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Figure. 4 Behavior of CISO on the 2D benchmark problems 

 

𝑠. 𝑡.  𝑔1(𝑥) = −𝑥1 + 0.0193𝑥3 ≤ 0, 
        𝑔2(𝑥) = −𝑥2 + 0.00954𝑥3 ≤ 0, 

        𝑔3(𝑥) = −𝜋𝑥3
2𝑥4 −

4

3
𝜋𝑥3

3 + 1296000 ≤ 0, 

        𝑔4(𝑥) = 𝑥4 − 240 ≤ 0, 
                   𝑥1 ∈ {1,2,3, … ,99} × 0.0625, 
                   𝑥2 ∈ {1,2,3, … ,99} × 0.0625, 
                   𝑥3 ∈ [10,200], 
                   𝑥4 ∈ [10,200]. 

Table 7 shows the best results obtained by the CISO 

algorithm compared to other existing algorithms. The 

goal of this example is to achieve better results and 

lower cost (pressure vessel) function. The results 

show the high performance of the CISO algorithm in 

approximating the global optimum for this issue. In 

other words, it's a sufficient search capability, and 

convergence is quite good. The CISO algorithm 

iterative process is shown in Fig. 7. 
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Figure. 5 Comparison of convergence curves of CISO and other optimization algorithms 
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Figure. 6 Pressure vessels 

 

 
Figure. 7 Iteration process for pressure vessel design 

 

 
Figure. 8 Iteration process for himmelblau’s optimization 

 

B. Himmelblau’s optimization problem 

This problem is proposed by Himmelblau [44] and is 

a common function for nonlinear constrained 

optimization problems. It is widely used in the 

optimization field. It consists of five variables, three 

equality constraints and six inequality constraints. 

The specific forms are as follows: 

 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑥) = 5.35785𝑥3
2 + 0.83568𝑥1𝑥5

+ 37.29329𝑥1 − 40792.141 

𝑠. 𝑡.  𝑔1(𝑥) = 85.3344 + 0.005685𝑥2𝑥5

+ 0.00026𝑥1𝑥4 − 0.0022𝑥3𝑥5, 
           𝑔2(𝑥) = 80.51249 + 0.007131𝑥2𝑥5 + 

0.00299𝑥1𝑥2 + 0.002181𝑥3
2, 

           𝑔3(𝑥) = 9.30096 + 0.004702𝑥3𝑥5 + 

     0.001254𝑥1𝑥3 + 0.001908𝑥3𝑥4, 
0 ≤ 𝑔1(𝑥) ≤ 92, 

90 ≤ 𝑔2(𝑥) ≤ 110, 
20 ≤ 𝑔3(𝑥) ≤ 25, 

78 ≤ 𝑥1 ≤ 102, 
33 ≤ 𝑥2 ≤ 45, 
27 ≤ 𝑥3 ≤ 45, 
27 ≤ 𝑥4 ≤ 45, 
27 ≤ 𝑥5 ≤ 45. 

 

Several researchers have employed different 

algorithms to solve this problem, such as SSA [45], 

RW - GWO [46], hybrid GSA – GA [47], AQPSO 

[48], fb_TSA [49], and DGWO [50]. Table 8 shows 

the best results obtained from the CISO method 

compared to the previously mentioned methods. The 

CISO algorithm iterative process is shown in Fig. 8. 

6. Conclusion 

In this article, a new optimization algorithm, so 

called the “Cicada swarm optimization” (CISO), is 

introduced. This algorithm is inspired by the behavior 

of the movement of cicada insect. In order to evaluate 

the algorithm, it was examined 23 benchmark test 

function CISO and three additional optimization 

algorithms were evaluated, CISO performs well 

compared to CSO, GOA, and PSO, according to the 

results. Based on the results achieved for CISO and 

other mentioned optimization algorithms, it has been  

 
Table 7. Comparisons results for pressure vessel function 

Methods 𝑹𝒔 = (𝒙𝟏) 𝑹𝒉 = (𝒙𝟐) 𝒓 = (𝒙𝟑) L= (𝒙𝟒) 𝒇∗ 

(PFA) (H.Yapici, 2019) [33] 0.7782 0.3846 40.3196 199.9899 5885.3351 

(HHO-SCA) (V.K. Kamboj, 2019) [34] 0.9459 0.4471 46.8513 125.4684 6393.0927 

(WOA) (S. Mirjalili and A. Lewis, 2016) [35] 0.8125 0.4375 42.0982 176.6389 6059.7410 

(IGMM) (H.Varaee,2017) [36] 0.8125 0.4375 42.0984 176.6365 6059.7143 

(LWOA) (Y. Zhou, 2018) [37] 0.7788 0.3853 40.3261 200 5893.3390 

(QEA) (M. Kamalinejad, 2019)) [38] 0.7656 0.3789 39.5625 211.1641 5887.3969 

(SBO) (M. S. Massoudi, 2020) [39] 0.7781 0.3846 40.3196 199.9999 5885.3326 

(CE-CBA) (W. Xiao, 2019) [40] 0.8125 0.4375 42.0998 176.6365 6059.7143 

(TEO) (A. Kaveh, and A. Dadras, 2017) [41] 0.7791 0.3852 40.3698 199.3018 5887.5111 

(MVO) (S. A. Mirjalili, 2016) [42] 0.8125 0.4375 42.0907 176.7386 6060.8066 

(SSOA) (A. Kaveh, 2020) [43]  0.7781 0.3846 40.3201 199.9999 5885.3258 

(CISO) Proposed Method 0.7781 0.3846 40.3196 200 𝟓𝟖𝟖𝟓. 𝟑𝟎𝟐𝟖 

https://www.sciencedirect.com/science/article/abs/pii/S1568494619301309#!
https://www.emerald.com/insight/search?q=Wensheng%20Xiao
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Table 8. Comparisons results for himmelblau function 
Methods 𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 𝒙𝟓 𝒇∗ 

(SSA) (J.Xue and B.Shen, 2020) [45] 78.00 33.00 29.995 45.00 36.775 −30665.537 

(RW-GWO) (S.Gupta and K.Deep, 2018) [46] 78.00 33.00 27.078 45.00 44.958 −31024.158 

(hybrid GSA-GA) (H.Garg, 2018) [47] 77.96 32.99 27.072 45.00 44.973 −31027.640 

(AQPSO) (N.Kumar, 2020) [48] 78.00 33.00 29.996 45.00 36.776 −30665.233 

(fb_TSA) (J.Jiang, 2020) [49] 78.01 33.02 27.097 44.982 44.898 −31021.208 

(DGWO) (F. Yan, 2019) [50] 78.00 33.00 30.046 45.00 36.710 −30653.30 

(CISO) Proposed Method 89.72 35.44 40.377 27.2681 33.354 −𝟑𝟐𝟐𝟏𝟕. 𝟒𝟑𝟏 

 

demonstrated that CISO can very efficiently manage 

various kinds of restrictions and provides better 

solutions. Results obtained from running CISO show 

that it performs very satisfactorily for all criterion 

functions. To show the efficiency and robustness of 

the CISO, two classic engineering problems (design 

of pressure vessel and Himmelblau’s Problem), are 

solved by the CISO. Results indicate that CISO can 

find optimal solution with less number of analyses for 

these problems as opposed to other considered 

algorithms. 
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