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Abstract: Internet of Things (IoT) generates a myriad amount of data, which is sent over the Cloud computing 

infrastructure for analytics and Business Intelligence. This application scenario suffers network delays, transmission 

delays and delays in decision making. Due to these drawbacks, the Cloud-based IoT infrastructure is not suitable for 

time-critical health care applications. To overcome this problem, a smart way is introduced called “Fog Computing” - 

a LAN based processing approach which has multiple advantages. When IoT, Fog and Cloud Computing are combined, 

the resultant system’s performance is far better. Hence, the combination results in a very efficient Health Care system. 

Fog and Cloud Computing have their dimensions that not only support each other but also explore many new 

application domains. In this paper, the real-time ElectroCardioGram (ECG) based Health Care system is implemented 

in Cloud and Fog Computing. Different Quality of Service (QoS) parameters like memory consumption, transmission 

delays, computation delays, network delays, Carbon dioxide emission, data transferred and response time are measured, 

analyzed and improved to make the system more efficient. Based on the Fog computing characteristics and capabilities, 

the Raspberry Pi 3 B+ model is configured as a Health Care serving gateway by using different installation and 

configuration steps. Initially, the proposed system is tested for one patients ECG data analysis over cloud and Fog. In 

every set up all QoS parameters are measured and later the system is subjected to multiple ECG streams for varying 

numbers of patients to find the limitations of the Raspberry Pi node as a Fog Computing node. The obtained results 

show that for more number of ECG streams the Fog node is not able maintain QoS in decision making time. Every 

QoS parameter is explored in detail for decision-making time. In the end, the Fog computing based proposed system 

is concluded for its pros and cons and future aspects of the Fog node are discussed to make better systems. 

Keywords: Cloud computing, Fog computing, Health care system, QoS parameters, Raspberry pi, Real-time ECG 

analysis. 

 

 

1. Introduction 

In recent years, the dramatic growth of the IoT 

linearly increases the unprecedented volume and 

variety of stream data. IoT [1] is a dynamic and 

global network infrastructure interconnecting objects 

with unique identities for diverse and advanced 

application services. Despite offering the advanced 

services, IoT fails in manipulating the massive 

amount of data due to its limited storage and 

processing capacity. Cloud computing technology 

has unlimited capabilities regarding storage and 

processing resources, resolving the inconvenience of 

IoT by providing virtual resources in a pay-as-you-go 

manner [2]. Although the vast utilization of cloud 

computing involves cloud services, resources, 

applications, several kinds of services and 

applications, have not completely attained the 

benefits of the cloud infrastructure due to the latency 

concern. Owing to the rapid increase of numerous 

internet-connected smart devices and frequent 

services, different requests pose a heavy burden on 

the network bandwidth. The smart devices connected 

to the cloud server, degrade the QoS. Also, the high 

network latency between the smart devices and the 

cloud is infeasible for delay-sensitive applications [3].  
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Fog computing [4] is the most promising paradigm 

that significantly reduces the latency and provides the 

advantages of cloud computing by extending the 

cloud resources to the network edge [5]. It offers 

distributed services and allows the knowledge 

generation and data analytics of the streams 

generated by the smart IoT devices. The benefits of 

fog computing are especially useful for pervasive 

healthcare monitoring applications [6]. The IoT plays 

a crucial role in continually monitoring the 

physiological status of hospitalized patients without 

the need of actively engaging the caregiver [7]. 

Healthcare monitoring applications [8] widely rely 

on Wireless Body Area Networks (WBAN), which is 

the most underlying technology in healthcare IoT. 

WBAN assists to ubiquitously acquire the 

physiological information involving 

Electromyography (EMG), Electrocardiography 

(ECG), blood pressure, and blood temperature in an 

efficient and unobtrusive way. To effectively support 

the pervasive healthcare applications, the prior 

research works utilize the cloud computing 

technology for IoT devices [9]. The conventional fog 

computing methods [10] present a variety of 

solutions by focusing on the different application 

scenarios in mitigating the issue of service latency. 

However, these techniques are still in the nascent 

stage of attempting to provide the services to the 

pervasive healthcare computing in the real-world. 

Thus, the proposed approach focuses on introducing 

a smart fog gateway by applying the smart 

partitioning and decision-making using the linear 

decision tree in fog environment and optimally 

utilizing the cloud resources for the healthcare IoT 

requests. It intends to reduce the response latency and 

increase resource utilization, which is defined in 

Service Level Agreements (SLAs) while providing 

the service to healthcare applications.  

In this paper, the real-time ECG based analysis 

system is implemented which analyzes the real-time 

ECG signal to find abnormalities in it. This analysis 

is very critical in terms of time and is highly delay-

sensitive, as the patient's life can be in grave danger. 

The ECG based Health Care system is first 

implemented on Cloud computing and different QoS 

parameters are studied and recorded. The same 

system is then migrated to Fog Computing and again 

the QoS parameters are observed. Different QoS 

parameters in the context of Health Care are 

explained and discussed. 

To perform the Fog computation Raspberry Pi 

model 3 B+ is chosen, based on its characteristics. To 

compare these two architectures, the ECG analysis 

system is made to run simultaneously on both 

architectures. The common source of ECG sends the 

signal to both the Fog and the Cloud computing nodes. 

Both nodes do same set of calculations of ECG 

intervals and analyze the signal in terms of 

abnormalities. And if the signal is found abnormal 

then the doctor, hospital staff and patient’s relatives 

are notified by the SMS service. In case of an 

abnormality in the ECG, if the Short Message Service 

(SMS) signal reaches early then the chances of the 

patient getting a faster treatment increases and life 

can be saved. Fog computing also helps to save 

energy in terms of power and processing as it 

supports green computation and is explained in brief 

in the upcoming sections. In the last section, possible 

improvements in the Fog computing are discussed 

such as the capability to run Machine Learning 

algorithms will lead to drastic improvements in 

performance and efficiency. Basically, this paper 

focuses on the use of Fog Computing as the better and 

more efficient implementation of health care 

solutions as its use will reduces the Cloud burden in 

terms of redundant data upload by saving network 

bandwidth.  

1.1 Aim and objectives 

• To extend the cloud computing to the fog 

computing to support latency-sensitive 

healthcare IoT applications 

• To design the smart fog gateway with smart 

allocation to satisfy the Service Level 

Agreements (SLAs) in terms of ensuring the 

optimal response time and resource utilization 

• To develop an algorithm to dynamically take a 

decision regarding IoT stream health care data 

and decision-making in fog and cloud  

• To develop robust and cost and energy effective 

model in health care to serve the community 

1.2 Focus of the paper 

• Interactive communication by fog layer even if 

connectivity to the cloud layer is not present 

• Low latency health care application for delay-

sensitive real-time applications 

• Analysing Fog computing performance with 

respect to Cloud computing 

• Covering Application and Deployment aspects of 

Fog Computing 

• Finding limitation of the Fog computing system 

for health care 

1.3 Paper organization 

Section II describes the literature review for the 

proposed system, followed by the problem statement 
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and the research gap. Sections V and VI describe the 

proposed methodology and the Task detailing doing 

the ECG wave analysis. Further, overall system 

design and its hardware detailing are discussed along 

with installation steps. In the end, different QoS 

parameters are discussed and measured. Different 

Graphical User Interfaces (GUIs) that are designed 

for user interactions are shown in the Experimental 

result section. Finally, the work is concluded and 

future aspects of the Fog node are discussed. 

2. Related work 

In recent years, the development and 

dissemination of smart healthcare systems have 

received considerable attention from the convergence 

of a variety of IoT devices. The previous researchers 

attempted to mitigate the network delay while 

accessing the centralized cloud environment. The 

work [11] focuses on improving network 

performance by grouping the distributed cloud 

resources into micro data-centers based on network 

latency, which ensures a tolerable network latency. 

IoT-based Physical Activity Monitoring (PAMIoT) 

framework [12] utilizes the cloud services to handle 

and identify the physical activity information of a 

human body. It employs IEEE 802.15.4 and 

Bluetooth technologies to measure the dissolved 

oxygen in the blood, ECG, and number of steps. The 

CloudIoT architecture [13] eases the IoT service 

delivery by introducing the virtual vertical service 

delivery based IoT PaaS platform. Also, it presents 

the domain mediation to provide a solution for 

domain-specific control applications.  

Later, fog computing introduces a novel way of 

moving the cloud infrastructure, proximity to the IoT 

devices, which provides more opportunities to the 

IoT [14]. Fog micro data-center [15] dynamically 

manages the resources for IoT deployments, which is 

a service-oriented resource management framework. 

It predicts the utilization of the resources by the users 

and pre-allocates the resources by exploiting the 

knowledge of user behaviour and the probability of 

resource usage in the future. Ubiquitous Data 

Accessing method (UDA-IoT) in the IoT systems 

effectively provides the response to the emergency 

medical services by ubiquitously acquiring and 

processing the medical data, which improves the 

accessibility of IoT data resources [16]. Healthcare 

services mostly depend on the network connectivity 

and hence, to tackle interruption or delay by the 

network, the work [17] integrates the IoT with fog 

computing, offering the cloud resources with 

effective network performance. Dynamic resource 

estimation and pricing model [18] co-locates the 

smart gateways to create Fog-based micro data-

centers for IoT, which ensures efficient and effective 

resource management in the IoT systems. To resolve 

the latency issue, the work [19] presents a smart fog 

gateway with Fog computing in which the 

architecture performs pre-processing and trimming 

process before transforming the cloud of things data 

into the cloud server. The ECG feature extraction 

model [20] enhances the traditional health 

monitoring system by smart fog gateway 

incorporating embedded data mining, notification 

service, and the distributed fog data storage methods 

at the edge of the network.  

Smart e-health gateway [21] ubiquitously offers 

local storage, embedded data mining, and real-time 

local data processing by exploiting the strategic 

position of gateways, which deals with the scalability, 

reliability, and energy efficiency issues while 

considering the burden of sensor networks and 

remote data centers. iFogSim model [22] extends the 

cloud services to the edge of the network and 

decreases the network congestion by enhancing the 

resource management techniques, which performs 

real-time analytics and identifies the optimal place of 

applications on the edge devices. Architecture in [23] 

presents an IoT service delegation and resource 

allocation based on the linearized decision tree to 

diminish the latency for delay-sensitive applications 

based on collaboration between the fog and cloud 

environment. An extended work of [21] is presented 

in [24], in which the smart e-health fog gateway 

supports the interoperability, reliability, and fog-

based mobility support in the healthcare IoT systems. 

Dynamic Fog model [25] provides a service for time-

sensitive healthcare applications involving large-

scale, geospatially distributed, and latency-sensitive 

applications. It analyses the most time-sensitive data 

of the Heart rate medical data to evaluate the 

performance of the dynamic fog model. Distributed 

analytics and edge intelligence model [26] explores 

the fog computing for pervasive health monitoring 

applications in terms of real-time fall detection. 

Based on the Literature review done [11-26], it clears 

that the Fog computing is meant to process near the 

source to reduce the cloud burden. Also, it has the 

capabilities to achieve real time processing and if 

used in the health care sector then it will be more and 

more beneficial to the society.  

In [56] authors have developed the model where 

Real time ECG signals are recorded and plotted on 

the screen. But the main constrain was the internet 

connection without which the system will not work. 

In [57], the model ECG based analysis model is 

proposed which discussed the effect of geographical 

constraint on the energy efficiency, and it proves that 
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the fog computing based health care architecture is 

capable to save the energy. S. Alessandro et al. in 

article [58] have used fog computing to detect the 

arrhythmias in the ECG signal. They have used 

different machine learning techniques for the same. 

Article [59] says, the Fog computing is a scalable 

solution to the cloud computing which can store and 

process near the edge devices. 

Articles referred [56-59], are using fog 

computing approach for health care need. They are 

also classifying the arrhythmias from ECG signals 

and processing ECG signals too. But no article is 

discussing about the Fog Node, its need, 

configuration parameters, operational setups and 

deployment issues. Also, Fog these articles say that 

the Fog node can be used for real time processing and 

computations, but how fast this computation and at 

what scale it is better with respect to cloud computing 

and different QoS parameters are also not discussed. 

3. Problem statement 

Nowadays, IoT-driven healthcare applications 

play a vital role in a distributed environment. IoT 

constantly generates a massive amount of stream data 

to a greater extent, which leads to the complexity in 

handling this huge amount of data streams in the IoT 

devices itself. Since, the IoT devices are resource-

constrained devices with respect to the limited 

storage and processing capability, especially network 

resources. Moreover, the integrated cloud and IoT 

technology also impose several challenges for the 

end-users, network, and the terminals associated with 

the problem of high congestion, fast battery 

consumption, and low scalability. Since the long 

distance between the smart IoT devices and the cloud 

server creates a gap in providing the response, which 

leads to the latency issue. Accordingly, the latency 

issue creates a greater negative impact on healthcare 

applications due to the fact that healthcare 

applications are delay-sensitive applications in the 

real world. Even though the fog computing paradigm 

provides opportunities to the end-users, the Cloud-

Fog interface encompasses several challenges such as 

context-based resource allocation, workload 

imbalance, and service overhead. It consumes more 

time to identify the available Virtual Machines 

(VMs) from the distributed fog environment to a 

centralized cloud environment, which degrades the 

performance of the service when dealing with delay-

sensitive healthcare applications. Hence, there is an 

essential need for satisfying the SLAs in terms, to 

ensure quick response time and better resource 

utilization. Moreover, Fog computing does not have 

the ability to perform the compute-intensive process, 

provide massive storage, and establish the wide-area 

connectivity. Also, dividing the computing of the 

application in the fog and sending the compute-

intensive process to the centralized cloud are the 

arduous tasks, due to the occurrence of high network 

latency. Thus, this work targets on providing the 

smart fog gateway for delay-sensitive healthcare 

applications by smart partitioning and allocation. 

4. Research gap 

Most of the formerly presented fog computing 

research works present the different architectures and 

frameworks for latency reduction in healthcare IoT 

systems. However, these methods are not able to 

effectively utilize the fog as well as cloud 

environments with the knowledge of application 

context and resource availability. Nonetheless, the 

prior architectures fail to analyze the real time ECG 

signal with lighter computations to provide 

processing on the go. Moreover, it lacks in faster 

basic decision making, optimally allocating the 

application of the edge devices and storing the 

context-defined fog computing data in the transient 

fog storage. Define and measure different QoS 

parameters to measure the Quality of the Fog 

Computing. 

5. Proposed methodology 

With the rapid pace of application developments in 

pervasive and context-aware computing, the Internet 

of Things (IoT) has become an integral part of day-

to-day human life. It is the web working on smart 

devices embedded with software, electronics, sensors, 

and network connectivity, ubiquitously providing 

diverse and advanced services. Accordingly, service 

discovery, resource management, and energy 

management require more desirable infrastructure 

and sophisticated mechanisms. Moreover, standalone 

energy-constrained IoTs deal with several 

bottlenecks while continuously generating the stream 

data. The integration of Cloud computing with the 

IOTs plays a crucial role in resolving the bottleneck 

of IoTs. However, cloud-IoT integration involves 

many challenges for delay-sensitive applications due 

to the high network latency of the centralized cloud 

server. Hence, the delay-sensitive applications, 

especially healthcare applications demand smart 

gateway such as fog computing to extend the cloud 

services to the edge of the network. In essence to this, 

the proposed approach targets to develop the smart 

fog gateway, involving smart partitioning and 

allocation by exploiting the decision tree and the 

dynamic allocation method. It utilizes the knowledge 

of both the application context and the SLAs to attain  
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Figure. 1 The process of smart allocation from fog 

to cloud environment 
 

the QoS. Fig. 1 shows the overall process of the 

proposed methodology. 
In smart fog gateway, the proposed approach 

applies only to partial computing of user requests by 

smart allocation. This analysis is done by the optimal 

placement of the application of the fog resources. In 

the cloud environment, the proposed approach 

allocates the partial computing data on the cloud 

resources using decision rules associated with the 

parameters of response time, resource availability, 

and resource utilization while maintaining the 

priority of actions among the requests received from 

the distributed fog environment. Finally, the 

proposed approach analyses the centralized cloud 

storage according to the execution results and 

provides the desired service to the end-users. It also 

focuses on cost [27, 28] and energy-saving solutions 

for health care. 

6. Decision making 

Electrocardiogram (ECG) is a graph generated by 

the electrical activity of the heart muscles. Through 

ECG one can determine whether the heart is working 

in normal conditions. Whenever the heart is not 

working in normal conditions the ECG rhythm 

changes which is called “Arrhythmia”. ECG helps us 

to detect abnormal heartbeats, the status of blood 

supply in the heart due to cholesterol clogging and 

enlargements in the heart [29].  

PR and QT are the main intervals in the ECG 

wave. A PR wave is generated when the left atrium 

receives an electrical impulse from the right atrium. 

The QRS complex gets generated when both 

ventricles begin to pump, and at this time, a “beep” 

sound is generated in the cardiac monitors. When the 

initial contraction is over it results in ST-segment  

 
Figure. 2 Complete ECG wave with intervals 

 

generation. And when ventricles are relaxing, the T 

wave is generated. The normal beats are from 60-100 

with these intervals present in the ECG waveform 

[30]. These intervals are shown in Fig. 2 [31]. After 

receiving the ECG signal, we can use different 

algorithms and approaches like wavelet 

transformations, wavelet analysis, Pen and Tomkins 

algorithm, template-based matching, QRS peak 

detection, neural networks or windowing algorithms 

to process and analyze the same. 

ECG signals can be analyzed in frequency or in 

the time domain. The Frequency domain algorithm 

needs complex mathematical calculations and 

different transformations, while in the time domain 

by using a simple windowing algorithm with precise 

calculations the ECG wave intervals can be found out. 

In this paper, the Novel windowing algorithm 

developed by Muhammad et al. in [32] is used and is 

modified partially to analyze the ECG wave. 

In this system, the live ECG signal is captured 

[33] using three AD8232 electrode-based sensor and 

Analog to Digital Converter (ADC) is done by 

Arduino Nano.  

Arduino is a small micro-controller capable of 

doing many things. It has multiple analog pins. And 

in the Arduino library, we have functions like Analog 

Read (), which will read the analog input from the 

particular pin of Arduino and will convert it into a 

digital value ranging in 0-1023. It has a 10-bit binary 

resolution. Here the ECG readings obtained in real-

time using the AD8232 sensors are in the range of 0-

1023. These readings when plotted show the actual 

ECG wave. In this, the sampling frequency (fs) used 

is 500 Hz, which is between two points the time 

interval is 2 ms. The recorded ECG signal is plotted 

in Fig. 3 and it is in the range of 0-1023. 

For the proposed system, the obtained real-time 

ECG records have an R peak above 600 thresholds. 

The ECG readings are stored in the moving array 

where each index represents one respective voltage 

value and the time gap between the adjacent indices 

is 2 ms. 

ECG is a periodic wave, it repeats its cycles after 

a certain interval of time. Now the important part is 

to get PR, QRS and QT intervals out of these waves 
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Figure. 3 ECG wave as discrete signal recorded with 

AD8232 and after ADC by arduino  
 

Table 1. Standard ECG Intervals for a healthy adult with 

standard bpm of 60 

Intervals Normal 

Value 

Normal 

Variation 

QT Intervals 400 ms ±40ms 

QRS Interval 100ms ±20ms 

PR Interval 160 ms ±40ms 

 

for each and every wave.  

Based on the given table we can find the time 

intervals in milliseconds and by comparing with table 

2 [34-37] we can find whether ECG waves are normal 

or abnormal. The normal beats per minute (bpm) are 

60 to 100 bpm. Further, we have used the windowing 

algorithm to detect different intervals. 

All real-time readings are stored in the array and 

the intervals are found by using the following 

algorithm. 
Algorithm 1 Windowing Algorithm 

 Input: ECG wave, Output: Ƞ  

 // Ƞ ∈ {normal, abnormal} 

 // i is each ECG wave ranging from P-T-R 

1.   procedure detect 

2.       for i from 1 to n do 

3               R-R interval is 𝑡𝑟𝑟 =  
𝑅(𝑖+1)− 𝑅(𝑖)

𝑓𝑠
 

4.               P-R interval is 𝑡𝑝𝑟 =  
𝑅(𝑖)− 𝑃(𝑖)

𝑓𝑠
 

5.               QRS interval is 𝑡𝑞𝑟𝑠 =  
(𝑠(𝑖)+8)− (𝑄(𝑖)−8)

𝑓𝑠
 

6.               QT interval is 𝑡𝑞𝑡 =  
𝑇(𝑖)+(𝑡𝑟𝑟∗0.13)−(𝑄(𝑖)−8)

𝑓𝑠
 

7.               bpm =  
𝑡𝑟𝑟∗60

𝑓𝑠
 

8.       End for 

9.   End procedure 

7. System architecture 

In the proposed methodology, a real-time health 

care system is taken into consideration. The system 

consists of a Data source, Fog Node, Gateway, 

Decision making, and messaging service. The real-

time ECG signal is acquired from the patient [33].  

Figure. 4 Cloud computing and fog computing based 

health care system 
 

These signals are recorded and sent to Cloud as 

well as the Fog Computing node. The windowing 

algorithm [32] is used to find the reference points 

PQRST in the ECG Signal. Based on these points the 

ECG time intervals are found out. Later decision 

making is done to find whether the given ECG signal 

is normal or abnormal. In the proposed architecture 

shown in Fig. 4, the real-time ECG signals are sent to 

the Cloud and Fog node simultaneously. 

The task of performing analysis is carried out on 

both the systems on the same signal. The generated 

results are then compared in terms of different 

parameters like computation time, transmission time, 

Carbon dioxide (CO2) generated and the total 

response time. Whenever an abnormality in the signal 

is found, at that very instant a text message consisting 

of the timestamp, signal interval values, and the 

patient data, is sent to the doctor and based on the 

timestamp the response efficiency is calculated. 

8. Raspberry pi as the fog computing node 

and its environmental setup 

Raspberry Pi Model 3 B+ is used and in order to 

make it a Fog Computing node, different 

environmental installation and setups are done on it. 

The steps are explained below. 

8.1 Setup of NOOBS operating system on 

raspberry pi 

Here the NOOBS Operating System [38-39] is 

used i.e. “New out of Box Software” operating 

system.  Below are the installation steps of the 

NOOBS Operating system On Raspberry Pi.  

 

Step 1: Download NOOBS and extract it. 

 

Step 2: Format an SD card with the use of SD 

Association’s Formatting Tool. 
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While formatting makes sure that the “Format 

size adjustment” option is set to “on.” So that the 

developer can erase it in FAT format. 

 

Step 3: Now one has to just drag and drop the 

NOOBS files into your newly formatted SD card. 

 

Step 4: Put the SD card into Raspberry Pi and boot it 

up. 

 

Step 5: Once the SD card has booted noobs, it starts 

running the setup at 12V on 1 AMP power supply. 

 

Step 6: Once the noobs OS is set up, one gets a 

customized Linux desktop with user-id “pi” and 

password “raspberry”. 

 

Step 7: The next step is to setup the apache tomcat 

server for web application deployment and MySQL 

for local database storage. 

8.2 Setup of apache tomcat server 

Here, “sudo” command is used for super users. 

Below are the steps for the setup of the Tomcat server 

[40]. 

 

Step 1:  sudo apt-get update 

 

Step 2:  sudo apt-get upgrade 

 

For installing MySQL put the following commands 

Step 3:  sudo apt-get install mysql-server --fix-

missing 

 

Step 4:  sudo apt-get install mysql-workbench 

8.3 For installing tomcat server run the following 

command 

Step 1:  sudo apt-get install tomcat8 

 

Step 2:  sudo apt-get install tomcat8-admin 

 

After the installation of tomcat8 for tomcat8-

admin, put both username and password e.g., 

manager for deploying war file. Open the tomcat 

manager page using 

http://RASPBERRY_IP:8080/manager/html 

8.4 Generate and deploy war file 

To create a war (Web Archive) file of the project, 

first, go inside the project directory. In the project 

folder 

1. From your host machine, Right Click on 

Dynamic web project name in Eclipse 

2. Select Export Option 

3. Save as war file 

4. Open the tomcat manager page on raspberry 

5. Import the war file on the manager page and use 

the upload war option. Save the war file and use 

it for both Fog computing and Cloud Computing. 

9. QoS parameters 

Different QoS parameters like memory [41-42], 

Transmission delay, Computation delay, CO2 

emission measurement [43-46], data transferred and 

Response time are as follows. 

 

1) Memory  

The amount of memory utilized by a 

programming module can be calculated using Java 

methods. One can use the Runtime class functions for 

finding the memory utilized.  

 

Long usedMemory=                                             

Runtime. getRuntime (). totalMemory ()－           

Runtime. getRuntime (). freeMemory ()           (1) 

 

The memory used for the ECG analysis is 

calculated as the difference of total available memory 

and the free memory. 

 

2) Transmission Delay  

Transmission delay is the total time taken by the 

network to send the data from one point (source) to 

the second point (Destination).  

 

3) Computation Delay 

Computation Delay is the total time taken for the 

computation. In the proposed system it is the time 

measure after the entire signal is received in the 

system until it is processed and the output as normal 

or abnormal is produced. Based on the computation 

time the Speed up in the Fog Computing can be 

calculated by  

 

𝑆𝑝𝑒𝑒𝑑𝑢𝑝𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =  
𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒𝑐𝑙𝑜𝑢𝑑

𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒𝑓𝑜𝑔
          (2) 

 

Speedup helps to determine which computation is 

faster and how much. Here the overall speedup is 

showing how faster the fog decisions are with respect 

to the cloud computing. Here, the execution time is 

representing the overall execution time of Cloud and 

the Fog node respectively in numerator and in the 

denominator. 
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4) CO2 Measurement 

Fog Computing uses far fewer resources than the 

Cloud Computing infrastructures which reduce the 

CO2 generation. The amount of CO2 that can be saved 

from Fog Computing is further explained below. 

 

In 2011, According to Cisco 1.8 ZB of data was 

sent to the Cloud data centers. So, if 5.12 kWh of 

energy is required to send 1 GB data across then the 

total energy required to send 1.8 trillion GB of data is 

9.216 trillion kWh of energy. To generate this much 

amount of energy, a total of 5.76 trillion kg of CO2 is 

emitted. Using the above inferences, to transfer 1 

Byte of data 2.98 x 10-3mgm of CO2 is emitted. 

Now, if one can adapt to Fog Computing and 

assume that the data only travels to the data center 

only for storage purposes, then one reduces the CO2 

emission by 50%, and the CO2 emission can be 

potentially reduced by 2.88 billion metric tons. That 

is almost 34 times more savings when compared to 

Cloud Computing. The amount of CO2 can also be 

found out by finding the power used by the devices 

and relating CO2 with power. 

 

𝑃𝑜𝑤𝑒𝑟𝑠𝑡𝑎𝑡𝑖𝑐 =  𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑠𝑡𝑎𝑡𝑖𝑐  ×  𝑉𝑜𝑙𝑡𝑎𝑔𝑒   (3) 

 

𝑃𝑜𝑤𝑒𝑟𝑑𝑦𝑛𝑎𝑚𝑖𝑐 =  
1

2
×  𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑖𝑣𝑒 𝑙𝑜𝑎𝑑 ×        

 𝑉𝑜𝑙𝑡𝑎𝑔𝑒2 ×  𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑠𝑤𝑖𝑡𝑐ℎ𝑒𝑑    (4) 

 

Static power is the power consumed by the device 

where no input is active and the dynamic power is the 

power consumed by the device when the input signal 

is active and output signal is getting 

processed/generated. The power consumption of any 

device is proportional to the amount of CO2 generated 

indirectly. Here, current and the voltage are 

representing the input current and the voltage need of 

the device. Capacitive load is the capacitance of the 

wires and transistors used. And the frequency 

switched is the clock rate used. 

 

5) Data Transferred 

The data transferred is measured in bytes. Here, 

the ECG signals are sent to the Cloud and the Fog 

node. The network distance is measured in terms of 

the number of Hops. Usually, the Fog Computing 

node is at least 2 to 3 hops away from the data source.  

 

6) Response Time 

For the proposed system architecture, the 

Response time considered is the overall response 

time of the ECG signal processing unit. Here it shows 

the total time span starting from the ECG signal 

generation until the final response is generated and 

given to the doctor. It includes the addition of other 

delay times like Processing Delay, Queuing Delay, 

Transmission Delay, and the Propagation Delay. 

 

dresponse= dproc+ dqueue + dtrans +dprop      (5) 

 

The final response time to get the output is 

the sum of processing, queueing, transmission 

and propagation delays respectively. 
For the current system, the timestamp value of the 

Java programming language counts as the current 

system time in milliseconds which is noted by using 

the java method  

 

System. currentTimeMillis();              (6) 

 

This function represents the current system clock 

time in milliseconds. It is a long data type number. 

Here, the final system improvement of the Fog 

computing is shown by the difference of Response 

time taken by both the systems. 

9.1 Different time stamps and defining the QoS 

parameters 

In this system, different parameters are defined to 

measure the QoS parameters, and arithmetic relations 

among these parameters are used to calculate 

different delays. The timestamp Parameters with their 

denotations are as follows. 

10. Experimental results  

The web interface is developed to understand the 

ECG signal processing and its analysis in more detail. 

The same web interface is run on both Cloud and the 

Fog Computing node. The interface shows the  

 
Table 2. Different time stamp calculations 

Different Timestamp 

instants 

QoS Parameters 

Ŧgen = ECG signal 

generation time 

Ŧrf = Time at which ECG 

signal is reaching the Fog 

Node 

Ŧpf = Time at which ECG 

signal is processed at Fog 

Node 

Ŧrc = Time at which ECG 

signal reaches the Cloud 

Computing 

Ŧpc = Time at which ECG 

signal is processed by the 

Cloud Computing 

 

 

Overall Response Time 

improved by Fog = Ŧpc – Ŧpf 

Transmission Delay (Fog) = 

Ŧrf - Ŧgen 

Transmission Delay (Cloud) 

= Ŧrc - Ŧgen 

Fog Computation Time = Ŧpf 

- Ŧrf 

Cloud Computation Time = 

Ŧpc - Ŧrc 

End to end Data Transferred 

= Data bytes x no. of Hops 

CO2 generated = Data 

Transferred × emitted 

CO2/Byte 
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Figure. 5 ECG analyzing system interface on cloud 

computing 
 

 
Figure. 6 ECG analyzing system interface on raspberry pi 

as a fog computing node 
 

 
Figure. 7 SMS responses for the fog computing and the 

cloud computing 

 
Table 3. QoS parameters and their values 

Parameters 
Cloud 

Computing 

Fog 

Computing 
Improvement 

Transmission 

Delay (ms) 
7677 117 7560 

Computational 

Delay (ms) 
55 670 -615 

Data 

Transferred 

(bytes) 

35982 11994 23888 

CO2 Emitted 

(mgm) 
107.22 35.74 71.48 

Response Time 

in MS 

(Time Format 

in Java) 

154712143305

2 

154712142610

7 
6945 

 

“Patient Name”, a red color label if signal 

Abnormality exists, the “.txt” file name where the 

ECG signals are stored for processing, different QoS 

parameters, ECG waveform, patient details, different 

intervals for each ECG wave along with their 

abnormality. If the signal is found abnormal then the 

system will send SMS to the Health Care supporting 

staff. All historic “.txt” files are also stored on both 

the nodes for future referral. The Cloud infrastructure 

chosen for the system is EverData.com. 

The same web interface is deployed on Raspberry 

Pi 3 b+ node which is acting as a Fog Computing 

Node. The difference one can see is, it is running on 

the localhost at the Gateway. The final responses of 

both the systems are conveyed by the SMSs, where 

each message contains the computing node from 

where the message has come, patient name, mobile 

number, the timestamp at which the message is 

generated, file name where the signals are stored and 

the respective ECG intervals which doctor and 

hospital staff can refer for advance preparations 

before patient arrival. The network delays from the 

service provider can affect the receiving time of the 

SMS, which may cause a delay in response. 

When the millisecond timestamps shown in Fig. 

7 are Converted [47] actual times, they are 5.27.06 

and 5.27.13 for Fog and Cloud respectively. This 

shows that the Fog node is responding almost six 

seconds before the Cloud node which is very vital to 

save the patients when they are in critical condition.  

The Fog and Cloud computing system is first 

subjected only for 1 patient, and all resultant 

parameters are measured and shown in Table 3. The 

system shows that Fog computing surpasses overall 

response time performance than Cloud computing 

and performs better in terms of Response time, data 

transferred and CO2 generated. But Fog computing is 

hanging back in terms of computation power. Cloud 

computing takes only 55 ms to computer the given 

job while the Fog processor takes 670 ms. 

The system is tested against by varying the 

number of patients to study the system behaviour in 

depth. Each and every parameter value is taken and 

shown as an average value for n patients to discuss 

further. 

10.1 Transmission delay  

Transmission Delay depends on many factors like 

the number of hops between the source and the 

destination, available network bandwidth, layer 

conversion, VPN set up, wired-wireless 

configurations, congestions, tunnelling, and the 

number of users, etc. A hop occurs when a packet is 

passed from one network segment to the next. Data  
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Table 4. Cloud server distances in number of hops 

Cloud Servers Number of Hops 

Amazon Web Services 20 

Microsoft Azure 12 

Google Cloud Platform 09 

IBM Cloud 06 

Verizon Cloud 11 

ThingSpeak >30 

EverData 11 

 

 
Figure. 8 Transmission delays of fog and cloud 

computing 
 

packets pass through routers as they travel between 

source and destination [48]. As WANs tend to have 

more number of devices connected to it and its huge 

network covering geographic areas, there is a slight 

drop in network bandwidth as the time taken to 

deliver the packet from source to destination has 

increased. So as number of hops increases, the 

chances of bandwidth decreasing increases. 

 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠

𝑇𝑖𝑚𝑒 𝑡𝑎𝑘𝑒𝑛
 𝑏𝑖𝑡𝑠/𝑠𝑒𝑐        (7) 

 

The bandwidth is defined as the ration of number of 

bits transferred and the time taken to transfer those 

bits. 

The number of hops in Fog computing is one, but 

in case of Cloud computing, the number varies as it 

is in the WAN. Different Cloud servers are tested for 

their distance by the number of hops and by using 

“tracert” command [49-51]. It is shown in Table 4. Of 

course, the number of hops count varies from place 

to place. From Table 4, it is clear that the cloud 

servers take more hops to reach. Hence by increasing 

transmission delays. The proposed system is tested 

for a different number of patients from 1-5. And the 

average transmission time is shown in Fig. 8.  

Fig. 8 makes it clear that the transmission delay 

in terms of Cloud and Fog Computing remains almost 

the same for the same source and destination for a 

different number of patients. And it is also evident  

Figure. 9 Computation delay of fog and cloud 

computing 
 

that the transmission delay in Cloud computing is 

very much higher than the Fog computing. 

10.2 Computation elay 

Computing power depends on the device 

capability in terms of its hardware configuration. It 

depends on cache memory, processor, operating 

frequency, scheduling algorithm, communication bus, 

memory and number of cores. The current Fog device 

is configured to read and analyse more real-time ECG 

waves simultaneously on its different ports. By 

varying the number of patients its average 

computational delay in fog node is measured and 

shown in Fig. 9. 

The computation delay is almost identical in 

terms of Cloud computing but it varies a lot in the 

case of Fog computing. Fog computing shows the 

polynomial growth of the order of 3˚. The 

computational delay also depends on how the system 

is made i.e. the GUI computation, background 

computation, the refresh rate and the number of 

parallel tasks, etc. For four patients the computational 

delays are 4523, 4662, 4487 and 4593 ms 

respectively, which comes out as 4567 as an average 

value shown in Fig. 9. So giving more load on the Fog 

system is not suitable for the time-sensitive decision-

making systems. 

10.3 Response time  

The Response time is the overall performance 

time of the system. It shows the time difference 

between the generation of the ECG signal and the 

generation of response or decision in terms of 

normality and abnormality. Here, the average 

response time is found by varying the number of 

patients as shown in Fig. 14. In the proposed system, 

the Fog node serves early responses than the cloud 

architecture, but only when the number of users is  
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Figure. 10 Response time of fog and cloud 

computing 
 

lesser than four. It responds very early if the number 

of users is less. While in case of Cloud computing the 

Response time is almost equal. If the number of users 

is five or more than that then the proposed Fog 

computing architecture will underperform than the 

cloud. 

Hence it is not suggested for more number of 

patients in real-time health care analytics. 

10.4 Standard deviation 

Standard deviation shows the spread of numbers 

from the mean or the expected value. When standard 

deviation is calculated for the different factors like 

transmission time and computation time for the Fog 

and Cloud computing, the Fog processing time shows 

maximum standard deviation. This deviation is due 

to varying number of patients in the fog node. It is 

shown in Fig. 11. 

11. Conclusion 

This work introduced a cloud-assisted smart fog 

gateway for delay-sensitive IoT-driven healthcare 

applications. It ensures the tolerable delay while 

providing the service to the healthcare applications, 

by applying the smart partitioning and allocation 

using a decision tree. The decision rules are based on 

the application context and resource availability in 

fog and cloud infrastructure. In the smart fog gateway, 

the proposed approach intelligently takes the decision 

to determine the corresponding data stream based on 

the application context. The proposed approach 

provides the service to the end-user promptly. Cloud 

Computing Based IoT architecture is delay-sensitive 

for Critical Health Care applications. So, the LAN 

based Fog computing Processing approach can be 

used to reduce the delay. Also, this technique helps to 

reduce the data burden on the Cloud. Moreover, Fog 

Computing should have memory, processing and 

computation capabilities and Fog nodes can be placed 

in either LAN or as a Gateway. Since Raspberry Pi  

Figure. 11 Standard deviation of different parameters 
 

has networking, memory, storage and computation 

abilities, it becomes a suitable option to use as a Fog 

node. We also discuss different Raspberry Pi based 

Fog installations. Furthermore, fog based health care 

systems are better than the Cloud-based health care 

system in terms of network bandwidth and response 

time, but it lags behind in computation power. The 

overall response by fog to find any abnormality in the 

ECG signal is given way before the Cloud does - 

which is very vital in health care scenarios to save 

patient's lives. The Windowing algorithm is suitable 

to classify ECG signal in real time. Fog computing 

gives a better response when the number of patients 

is less and it is observed that the Fog computing 

response time is directly proportional to the number 

of patients. After a particular threshold value of the 

number of patients, fog computing will not perform 

better than Cloud computing. The transmission delay 

and the computation delay plays a major role in the 

Fog computing domain. Further, the Fog node can be 

improved in terms of computations by designing light 

computation-intensive tasks and it would result in 

new Fog Computing eras. 

12. Fog computing node in future 

Raspberry Pi is fairly efficient due to the 

availability of the hardware and the software at a 

reasonably low cost. The problem in the current 

available Raspberry-Pi is the capacity in terms of 

hardware and main memory. So, because of these 

limitations one cannot deploy Machine Learning 

based applications on the Raspberry Pi. Such 

deployments will make the responses slow, which 

cannot be tolerated in applications like health care.  

Other high-end computation boards are available 

like Latte Panda alpha, Rock Pi 4, Tinker Board and 

Beaglebone Black [52-55]. With an increase in the 

hardware capabilities of these boards, one can now 

add Machine Learning functionalities to the health 

care applications without any delays, which will 

result in the QoS in health care applications. ECG  
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Figure. 12 Machine learning enabled ECG health care 

application 
 

based Health Care system with Machine Learning 

capabilities is presented in Fig. 12. 
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