
Received:  April 21, 2020.     Revised: June 5, 2020.                                                                                                        408 

International Journal of Intelligent Engineering and Systems, Vol.13, No.4, 2020           DOI: 10.22266/ijies2020.0831.36 

 

 

Color-Based Hybrid Modeling to Classify the Acute Lymphoblastic Leukemia 

 

Arif Muntasa1          Muhammad Yusuf1* 

 
1Informatics Engineering Department Universitas Trunojoyo Madura, Indonesia      

* Corresponding author’s Email: muhammadyusuf@trunojoyo.ac.id 

 

 

Abstract: In this research, a new approach color based hybrid modeling to separate and classify the Acute 

Lymphoblastic Leukemia is proposed to resolve the classification tasks. A series of the process is offered to conduct 

the classification tasks, i.e., Pre-processing, Image Segmentation, Features Extraction, and Similarity Measurement. 

Furthermore, the Otsu thresholding-based contrast stretching model is proposed to enhance the image quality on the 

Pre-processing stage. Moreover, the largest object selection of the found objects indicates the right choice to capture 

the desired object. Furthermore, the feature extraction is performed by combining the color based densitometry and 

shape features. Lastly, the feature extraction results are measured by the Euclidian Distance and Manhattan method to 

classify the sample used, which is Acute Lymphoblastic Leukemia Image Database (ALL-IDB). The results of the 

proposed model have produced 95.38% accuracy. Therefore, it showed that the classification had produced higher 

accuracy than the others, i.e., Naïve Bayesian, Color Correlation, Fuzzy-based Leukemia Detection, Hausdrof SVM-

based Leukemia Detection, and Automated Differential (Learning Vector Quantization, Multi-Layer Perceptron, and 

Support Vector Machine. 
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1. Introduction 

The development of computer science research 

has been widely expanded to solve many problems in 

biomedical science, engineering, and imaging 

research fields. A collaboration between the 

theoretical and applied computer science has inspired 

many researchers to improve research methods and 

results. The research results have a contribution in the 

biomedical fields, i.e., blood vessel segmentation [1–

3], optic disc detection [4–7], diabetic retinopathy 

detection [8, 9], and even cancer detection [10, 11].  

Acute lymphoblastic leukemia (leukemia) is a 

type of white blood cell cancer. It is categorized as 

the most dangerous disease type of cancer that attacks 

a person’s immune system. Many researchers have 

tried to detect the disease early, unfortunately, it 

requires high cost and takes a long time to classify the 

disease.  

Complete blood cell count, as well known as 

CBC, is carried out to detect leukemia before the 

biomedical imaging research field, is developed by 

many researchers. This approach is conducted by the 

Immunophenotyping model, where flow cytometer 

counts the blood sample. Furthermore, this sample is 

discarded after processing. This model is not 

adequate to detect leukemia. One of the efforts is to 

research in the imaging field. Along with the 

development of research results in the field of image 

processing, some approaches have been proposed and 

produced by many researchers to identify and classify 

leukemia [12–24].  

One of the most popular methods that have been 

published to classify is the Naïve Bayes. This 

classifier is performed to classify and detect leukemia. 

The Naïve Bayes has approached for classification 

based on the maximum probability of the object 

characteristic. The distribution of the image pixels 

influences the characteristics of the object, including 

the average and variance of the purpose [25]. 

Unfortunately, the process carried out is not preceded 

by image enhancement. The segmentation generates 

inaccurate results, so the extraction results also do not 

reflect the overall characteristics of the object. 

Therefore, the classification has produced lower 
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accuracy. Some similar researches have also been 

conducted by several researchers, where the 

segmentation and feature extraction were performed 

without pre-processing [26–28]. However, pre-

processing contributes to increasing accuracy results.  

Other approaches to classify leukemia has been 

produced by several researchers, i.e., Watershed 

technique [29], Fuzzy-based Leukemia Detection 

Clustering [30], and Color Correlation [13].  

The research results of Fuzzy-based Leukemia 

Detection produces 93% accuracy, even though the 

classifier is a support vector machine method [30]. 

This method carried out the transformation from 

image color into L*a*b* as image enhancement. This 

transformation will cause some loss of image 

information so that the segmentation results become 

invalid. The results will produce feature extraction 

that is not representing the real object. This weakness 

can be improved by our proposed method, where pre-

processing is carried out by a series of processing, i.e., 

channel separation, green channel adjustment, re-

arrange image channel, and image mapping to the 

HSV model. This is a new aim approach to obtain the 

best image results before the segmentation process.  

A disadvantage of the Fuzzy-based Leukemia 

Detection is the object class determination based on 

the distance of the object, while the image pixel 

distribution is not considered for mapping the object 

class. This rule will generate an inaccurate object. To 

overcome the weakness, we proposed the binary 

segmentation by viewing of the image pixels, where 

the threshold value can be adaptively determined by 

the Otsu method. There are three stages of the 

segmentation, i.e., binary image transformation, the 

biggest object area selection, and re-arrangement of 

the source and the negative of the binary image result 

transformation.  

The segmentation results will be further 

processed to gain the feature of the object. To acquire 

the principal features of the object, we proposed a 

hybrid model, i.e., the shape and color based 

densitometry. The shape represents an object's 

appearance, i.e., the object area, perimeter, and 

circularity features. Color-based densitometry 

describes energy, entropy, correlation, and variance. 

The images used to evaluate the algorithm are a color 

model, but several researchers have transformed the 

original image into grayscale before feature 

extraction [31–33].  

Furthermore, [34] employed the Salp Swarm 

integrated Dolphin Echolocation-based Support 

Vector Neural Network (SSDE-SVNN) classifier. 

This research utilized ALL-IDB1 contains 108 

images with the existence of 39000 blood details. 

Additionally,  the expert oncologists have labeled the 

lymphocytes. The results achieve 0.97 of accuracy, 

0.97 of specificity, and 1 of sensitivity, respectively. 

Also, the Mean Square Error (MSE) is 0.1272. The 

proposed method has better results than GFNB, ELM, 

KNN, SVM, and Naive Bayes. Besides, the 

processing time of the proposed method is minimum 

than the previous classifier. 

Moreover, [35] utilized the Correlation-based 

Feature Selection technique and used the ALL-IDB2 

database. Furthermore, 130 blast lymphocyte images 

and 130 normal lymphocyte single-cell images are 

included in the database. Additionally, each image 

extracted 21 shape features. The research result 

achieved an accuracy of 92.30% with a set of sixteen 

features. This result is based on 260 blood 

microscopic images of lymphocyte. Also, faster 

detection can be obtained by reducing the number 

of features makes.  
Additionally, [36] utilized a deep convolutional 

neural network. This research employed the ALL-

IDB 2 data set contained 260 images having a single 

cell. These images consist of 130 images from 

patients infected by leukemia and 130 normal images. 

Moreover, these images had a resolution of 257 _ 257 

with 24-bit color depth. The results show an average 

sensitivity of 100%, the specificity of 98.11%, and 

accuracy of 99.50% for ALL detection.  For ALL 

subtype classification, the experiments performed an 

average sensitivity of 96.74%, the specificity of 

99.03%, and accuracy of 96.06%. Therefore, the 

proposed method has better results than previous 

standard methods as there were not image 

segmentation. Also, [37] applied a Deep 

Convolutional Network and used the ALL-IDB 

dataset. 105 are labeled properly out of accessible 

108 patches. The proposed method obtained 

objectively well on patches with a single isolated 

White Blood Cells (WBC). However, it fails for 

patches with two or more WBC cells sticking 

together.  

Furthermore, [38] conducted image acquisition, 

image preprocessing, image segmentation, and 

feature extraction. This research utilized microscopic 

blood cell images. Furthermore, the mean and 

standard deviation of blast cells are smaller than 

normal blood cells as non-uniform shapes and 

structure of blast cells. Besides, the elimination of 

unwanted details of RBCs and blood platelets have 

been conducted using histogram equalization and 

contrast enhancement. Additionally, the nucleus of 

the WBCs cell is highlighted using the Otsus 

thresholding method. This threshold image of WBCs 

cell is employed for edge detection. The statistical 

feature of blast cells helps to differentiate between a 
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normal cell and blast cell. Moreover, calculation of 

area and perimeter of blood cell images for the next 

feature can be conducted using the edge detected 

images. 

Also, [39] applied A fuzzy-based classifier and 

used a set of 32 blood smears. The research results 

obtained 93.75% of accuracy. Additionally, the 

experiment results pointed out that the proposed 

method is reliable, smaller errors, higher accuracy, 

less time-consuming, lower cost, as well as efficient.  

Moreover, [40] employed image processing for 

examining morphological, textural, and color 

features from the blood microscopic images. The data 

set was ALL-IDB. This system has been tested using 

108 images of the ALL-IDB1 dataset and detected 

white blood cells and classified them with the trained 

Ensemble Classifier. It is based on the 70 features 

(50s are major) of 260 white blood cells (ALL-IDB2. 

The system has performed a better accuracy of 93.6% 

and a sensitivity of 96%.  

Besides, [41] utilized a Gray level co-occurrence 

matrix and random forest-based for ALL detection. 

The research obtained accuracy results at 96.29% of 

segmentation, 99.004% of classification and  96 % 

for cytoplasm and nucleus in each specific part, [42] 

applied morphology and CD marker for the research. 

It performed 99.67% accuracy which has better 

results than other existing methods, [43] employed 

color and size based objects and machine learning-

based for classification method. This method 

obtained 91.6% precision for the 40× objective and 

79.7% for the 20× objective, [44] applied a local pixel 

information method, and used the ALL-IDB image 

database. The dataset contained 108 microscopy 

blood images: 49 abnormal (blast cells) and 59 

normal WBCs. The developed segmentation 

technique identified 630 cells out of 649 cells with an 

accuracy of 97.07%. Hence, the proposed method has 

better accuracy than others, also [45] utilized Two 

Bare-bones Particle Swarm Optimization (BBPSO) 

algorithms and employed ALL-IDB2 database. The 

proposed algorithms obtained superior geometric 

mean performances of 94.94% and 96.25%, 

respectively, and better results than other 

metaheuristic search and related methods especially 

for ALL classification. 

It proves that any information has been ignored by 

two other components as supporting the feature 

generator. We extract densitometry for all of the 

channels to overcome the loss information, i.e., red, 

green, and blue channels, so the features captured can 

be represented the real object before the classification 

process. The purpose of this paper is to segment the 

white blood cell image and classify it as to whether 

someone is infected with Acute Lymphoblastic 

Leukemia.  

The classification result depends on some factors, 

i.e., pre-processing, segmentation, and feature 

extraction. Most of the researchers have ignored 

important factors, as mentioned before [15, 19, 25], 

even though an intelligence-based measurement has 

applied; however, the obtained accuracy cannot 

achieve maximum.  

In this research, the color-based hybrid is 

employed to achieve the dominant object features, i.e., 

shape and color based densitometry. The shape 

features include area, perimeter, and circularity 

features. Furthermore, the color based densitometry 

has three elements, for each item has four features, 

i.e., Energy, Entropy, Correlation, and Variance. 

Moreover, the feature extraction delivers fifteen 

elements, i.e., three features are created by the shape 

model, while the remaining is produced by red, green, 

and blue color-based densitometry. The shape 

features are the Area (A), Perimeter (P), and 

Circularity (C). The red color formed the Energy (E), 

Entropy (En), Correlation (Co), and Variance (Var). 

The green color also generates four features, i.e., the 

Energy (E), Entropy (En), Correlation (Co), and 

Variance (Var). The blue color also shapes four 

features as formed by red or green color. The details 

will be explained in the proposed method section. 
Additionally, the research results have been 

compared to other algorithms, as shown in Table 2. 
The comparison points out that the proposed model 
produced higher accuracy than the others, i.e., Naïve 
Bayesian Classifier [25], Color Correlation [19], 
Fuzzy-based Leukemia Detection [30], Hausdrof 
SVM-based Leukemia Detection [46], and 
Automated Differential [15]. An Automated 
Differential employed three intelligence 
measurements, i.e., Learning Vector Quantization 
(LVQ), Multi-Layer Perceptron (MLP), and Support 
Vector Machine (SVM). As a result, the proposed 
method is outperformed than those methods.  

The structure of the paper is written as follows: 

Firstly, the introduction covers the background, aim 

of the research, literature review, and brief of the 

proposed method. Secondly, the related work section 

will capture the methods used to resolve the proposed 

approach. Thirdly, the proposed model section 

describes a novelty of the approach to enhance, 

segment, extract, and classify the object. Fourthly, 

the experimental results and discussion section 

presents experimental materials used and obtained as 

well as performed the analysis of the results of the 

proposed model. Lastly, the conclusion section 

explains the experimental and discussion results all 

manuscripts must be in English. These guidelines 
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include complete descriptions of the fonts, spacing, 

and related information for producing your 

proceedings manuscripts. 

2. Related work 

Classification tasks of the image always related to 

segmentation and feature extraction, whereas to 

segment the object, it is required pre-process to 

enhance the image. Many methods have been 

developed to improve the quality of the image, such 

us Histogram Equalization, Adaptive Histogram 

Equalization, Contrast Limited Adaptive Histogram 

Equalization, and also Retinex methods. However, 

not all methods are suitable implemented to improve 

the quality of the Acute Lymphoblastic Leukemia 

Image Database (ALL-IDB). Inappropriateness in 

applying the pre-processing method will cause 

mismatch results in segmentation. Histogram 

equalization is an image enhancement method to 

distribute the grayscale image so that the image has 

more even intensity distribution than the original 

image. Consider the image has grayscale x, whereas 

ni states frequencies of ith grayscale (variable of i 

states an index of px and n, where the upper and the 

lower bound of ith index are 0 and L. the probability 

of the grayscale to the image size can be stated as 

follows 

 

 𝑝𝑥(𝑖) =
𝑛𝑖

𝑛
,            0 ≤ 𝑖 ≤ 𝐿                        (1) 

 

The parameter of n represents the image size, 

whereas px states the image’s histogram. The 

cumulative distribution function as well-known as 

cdf can be defined as follows 

 

𝑐𝑑𝑓𝑥(𝑖) = ∑ 𝑝𝑥(𝑗)𝑖
𝑗=0      (2) 

The value of j reflects an index, where the lower 

and upper bound are 0 and i as the maximum value of 

j. The new value of the histogram equalization results 

in h with vth index can be calculated by round-up of 

the following equation 

 

ℎ(𝑣) = ⌈
𝑐𝑑𝑓(𝑣)−1

𝐻×𝑊−1
× (28 − 1)⌉                        (3) 

 

In Eq. (3), the size of the image influences the 

histogram equalization results, i.e. the height (H) and 

weight (W) of image. The cumulative distribution 

function and the number of bits of an image also give 

impact to the Eq. (3) result. In this case, the histogram 

equalization always processes separately for each 

channel. Therefore, the maximum pixel intensity 

 

Figure. 1 (a) the original image, (b) histogram 

equalization result, and (c) contrast limited adaptive 

histogram equalization result 

 

is 28-1 = 256-1=255. If the object processed is a color 

image, then the Eq. (3) will be operated for each 

channel, i.e. the red, green, and blue channel. For 

each channel has 0 for minimum and 255 for 

maximum intensity.  

Histogram equalization does not only produce the 

better primary object, but also other objects and 

background has changed clearer as shown in Fig. 1, 

which has three parts, i.e. the original image, 

Histogram Equalization result, and Contrast Limited 

Adaptive Histogram Equalization result (the first, 

second, last column respectively). The histogram 

equalization image result delivered a problem when 

the segmentation process is applied, as around the 

main object appear a lot of small objects, so that the 

segmentation process could not produce an 

appropriate image. A similar result is also provided 

by using Contrast Limited Adaptive Histogram 

Equalization. Therefore it is required another method 

to enhance the image so that the primary object is 

accessible to be correctly segmented. 

In this case, we proposed a model to increase the 

contrast of the primary and reduce the other objects. 

This problem is how to determine the best threshold 

as the separator value between the primary object and 

background. In this research, the Otsu method is 

carried out and implemented to the green channel 

image, and the result is re-combined to the original 

image. The green channel has been selected for the 

segmentation because it produces a better contrast 

image than the red and blue channel (it will discuss 

more comprehensive on the pre-processing section), 

while the Otsu method can determine the threshold 

adaptively by considering the distribution and 

variation of the image pixels. The image 

enhancement results show that the desired object has 

appeared, whereas the others are experiencing a 

decrease in contrast so that the desired object and 

background can be easily separated. 

3. Proposed model  

The primary process of the proposed method is 

divided into four stages, i.e., Pre-processing, 

 

   
(a) (b) (c) 
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Figure. 2 The stage of the proposed model in 

classification the acute Lymphoblastic Leukemia 

 

 
Figure. 3 The proposed of the pre-processing stage 

 

 

Segmentation, Feature Extraction, and Classification, 

as displayed in Fig. 2. Pre-Processing is the stage 

used to enhance the image input before the 

segmentation step is performed. Segmentation is a 

process to divide between the object and image 

background. Feature extraction is a method to obtain 

the principal characteristics of the object. 

Classification is a way to identify whether data 

testing was categorized as Leukemia or not. 

3.1 Pre-processing 

Pre-processing has a critical role in segmentation 

and classification. The Segmentation results will be 

less accurate when the Pre-processing was not 

correctly conducted. However, the segmentation 

results also depend on the Pre-processing results.  

There are four stages in the pre-processing, i.e., 

channel separation, Otsu threshold-based green 

channel adjustment, re-arrange image channel and 

image mapping to the HSV model. The proposed 

approach of the Pre-processing stage can be 

described in Fig. 3. Every step is explained in detail 

in the following subsection.  

3.1.1. Channel separation 

In this research, the image inputs use the color 

image. Suppose f(x, y, z) represents the color image, 

and z1, 2, and 3 represent red (rf(x, y)), green (gf(x, 

y)), and blue image channel (bf(x, y)). Furthermore, 

the separation of the color image can be represented 

in Fig. 4. In this figure, the green channel is clearer 

than the red and blue channels. Therefore, the green 

channel will be further processed to obtain a better 

image, i.e., Otsu threshold-based green channel 

adjustment. An image sample has 28+8+8 = 224 pixel 

combinations, i.e., 8 bit for red, 8 bit for green, and 8 

bit for blue channels. If these channels are separated, 

then the green channel produces a more contrast 

image than the other channel, i.e., red and blue 

channels. We have proven to separate three channels 

on the image color; evidently, the green channel has 

produced a sharper image than the others as shown in 

Fig. 4. 

3.1.2. Otsu threshold-based green channel adjustment  

The channel separation, as shown in Fig. 4 will 

deliver an optimum result if the image result is 

adjusted, where the pixels that tend to be dark are 

reduced in intensity, while the bright ones are added 

to the intensity. Adjustment of the green channel has 

mapped into a new space of the image so that it can 

produce a better image for both the contrast and 

quality. In this case, the proposed method is to 

increase the image contrast based on the threshold 

found as follows. 

 

𝑛𝑓(𝑥, 𝑦) = {
𝑔𝑓(𝑥, 𝑦) + 𝑇 𝑔𝑓(𝑥, 𝑦) > 𝑇
𝑔𝑓(𝑥, 𝑦) − 𝑇 𝑔𝑓(𝑥, 𝑦) ≤ 𝑇

 (4) 

 

 

 
Figure. 4 Source image channel separation (Red, Green, 

and Blue Channel) 
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A variable of nf(x, y) represents the mapping 

result at x and y position, gf(x, y) describes grayscale 

of the image at x and y position, whereas T denotes 

the threshold value. The threshold can be found by 

using the Otsu method. Because the Otsu result 

produces the range values between 0 until 1, then the 

results are multiplied with a maximum grayscale 

image, so that the thresholds have the range between 

0 until the maximum grayscale image found. Fig. 5 

shows an enhancement result using Eq. (1). It proves 

that the image enhancement (Fig. 5 (b)) has a more 

significant contrast than an original image (Fig. 5 (a)). 

A threshold is a critical value to separate object 

and background of the image. The higher the 

threshold value chosen, the more background 

obtained. If a threshold value is smaller, then the 

background acquired cannot expand in the desired 

direction. In this research, the Otsu method is 

proposed to achieve the best threshold. The Otsu 

method utilizes the discriminant value to gain the best 

value. Consider an image with H as image height and 

W as image width, whereas the number of intensity 

and its index is represented by t and k, where the 

value of k1...t. If f(k) and F(k) represent gray level 

and kth frequency of pixel intensity for background, 

whereas b(s) states mean between k=1 until the 

maximum of k, which is s (k states an index of f and 

F), then b(s), b(s), and b
2(s) describe weight, mean, 

and variance for the background. These values for the 

background can be represented as follows. 

 

𝜔𝑏(𝑠) =
1

𝐻×𝑊
∑ 𝐹𝑠

𝑘=1 (𝑘)   (5) 

 

𝜇𝑏(𝑠) =
∑ (𝑓(𝑘)•𝐹(𝑘))𝑠

𝑘=1

∑ 𝐹(𝑘)𝑡
𝑘=1

   (6) 

 

𝜎𝑏
2(𝑠) =

∑ (𝑓(𝑘)−𝜇𝑏(𝑠))𝑠
𝑘=1

2
•𝐹(𝑘)

∑ 𝐹(𝑘)𝑠
𝑘=1

             (7) 

 

Symbol of “•” showed the inner product of two 

matrices with the same size.  The variable of s is less 

than or equal to t as shown in Eqs. (5), (6), and (7).  

 

  
(a) (b) 

Figure. 5 Image enhancement: (a) original image and (b) 

image enhancement result 

 

In Eqs. (8), (9), and (10), the f(k), f(k), and 

f
2(k) delineated the weight, mean, and variance for a  

foreground of the object. If The f(h) and F(h) 

represent a grayscale and kth frequency of pixel 

intensity for the foreground, then the weight, mean, 

and variance can be portrayed as follows 

 

𝜔𝑓(𝑘) =
1

𝐻×𝑊
∑ 𝐹𝑡

ℎ=𝑡−𝑘 (ℎ)                 (8) 

 

𝜇𝑓(𝑘) =
∑ (𝑓(ℎ)•𝐹(ℎ))𝑡
ℎ=𝑡−𝑘

∑ 𝐹(ℎ)𝑡
ℎ=𝑘

                (9) 

 

𝜎𝑓
2(𝑘) =

∑ (𝑓(ℎ)−𝜇𝑓(𝑡))𝑡
ℎ=𝑡−𝑘

2
•𝐹(ℎ)

∑ 𝐹(ℎ)𝑡
ℎ=𝑡−𝑘

                    (10) 

 

The symbol of h states an index of f and F, where 

they have range t-k as lower bound and t as the upper 

bound. The values of the within and between class 

variance are represented by 𝜎𝑊
2 (𝑡)  and 𝜎𝐵

2(𝑡).  The 

within and between class variance can be represented 

by the following equation 

 

𝜎𝑊
2 (𝑡) = 𝜔𝑏(𝑡) × 𝜎𝑏

2(𝑡) + 𝜔𝑓(𝑡) × 𝜎𝑓
2(𝑡)      (11) 

 

𝜎𝐵
2(𝑡) = 𝜔𝑏(𝑡) × 𝜔𝑓(𝑡) × (𝜇𝑏(𝑡) − 𝜇𝑓(𝑡))

2
  (12) 

 

Based on Eqs. (11) and (12), the best threshold 

can be found from the minimum value of the within 

class variance or the maximum value of the between 

class variance. 

3.1.3. Re-arrange image channel 

The image of the green channel adjustment result 

is utilized to obtain the best color image to be more 

easily segmented. To acquire the best color image, an 

image adjustment result is further used to replace the 

original green channel so that it can create a new 

image as in Fig. 6. It showed that the image 

enhancement result replaces an original green 

channel. The replacement result displayed the 

dominant feature is green, whereas the object found 

is purple. However, the small objects also appear as 

noises in this image.  

3.1.4. Image mapping to HSV model 

A further process is to transform from the image 

result (Fig. 6) to the HSV model, as displayed in Fig. 

7. The result appears that the object found has green 

channel dominant. The mapping results in three 

components, i.e., H, S, and V  represent hue, 

saturation, value respectively. The hue has ranged 
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Figure. 6 Replacement green channel of the adjustment 

result with original red and blue channel 

 

between 00 to 3600, while the saturation and value 

have the same range, which is 00-1000. If the r, g, and 

b state the red, green, and blue channels 

consecutively, then the mapping from color to V 

model can be stated as follows. 

 

𝑉 = 𝑚𝑎𝑥( 𝑟, 𝑔, 𝑏)                        (13) 

 
The variable of V at x and y position can be 

described by V(x, y). Therefore the value of  V(x, y) 

can be selected by the maximum values of r(x, y), g(x, 

y), and b(x, y). In this case, r(x, y), g(x, y), and b(x, y) 

state the red, green, and blue values at x and y 

position respectively. Moreover, the saturation at the 

x and y position is represented by S(x, y). This value 

can be produced based on the results of V(x, y) as 

follows 

 

𝑆 = {
0 if 𝑉 = 0

1 −
𝑚𝑖𝑛(𝑟,𝑔,𝑏)

𝑉
if 𝑉 > 0

            (14) 

 

For both the values of V(x, y) and S(x, y) as shown 

in Eqs. (13) and (14) are applied to compute the V(x, 

y) value as indicated in the following equation. 

 

   

(a) (b) (c) 

Figure. 7 Transform from image to HSV model: (a) 

source Image, (b) HSV transformation result, and (c) Hue 

channel 

 

  
(a) (b) 

Figure. 8 The median filtering: (a) source image and (b) 

result image 

 
















=










−
+

=










−
+

=


−
=

=

bV
VS

br

gV
VS

rb

rV
VS

bg
S

H

 if460

 if260

 if
)(60

0 if,0

         (15) 

 
𝐻 = 𝐻 + 360   if 𝐻 < 0              (16) 

 

The mapping from color to the HSV is utilized to 

obtain the green pixel dominant on the object, as 

displayed in Fig. 7. It proved that the object found has 

a green color. Finally, the Hue channel is used to 

further process, as shown in Fig. 7. 

3.2 Segmentation 

However, the small noises are necessary to merge 

to another object. Therefore the filter process is 

required to obtain a better result. In this case, Median 

Filtering is performed to overcome it. The Median 

Filtering takes the median value of the neighborhood 

after the sorting process. The result shows that the 

small objects can be automatically removed after the 

filtering process, and it depends on the matrix mask 

used. The bigger mask matrix size used, the more 

small objects removed as shown in Fig. 8. 

3.2.1. Binary image transformation 

The next stage is to transform into a binary image. 

The problem is how to determine the appropriate 

value for the threshold; it is applied because each 

image has a different grayscale distribution. 

Therefore it is required the method to overcome it. 

Errors in determining the threshold value will have 

an impact on the results obtained. In this case, the 

Otsu method is also applied to achieve the best 

threshold, as shown in Eqs. (5) until (12). The binary 

image transformation is shown in Fig. 9. 
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(a) (b) 

Figure. 9 Binary image transformation: (a) source image 

and (b) binary image result 

 

  

(a) (b) 

Figure. 10 Selection the biggest area: (a) object selection 

process and (b) image results with an object 

 

3.2.2. The biggest object area selection 

The binary image transformation still leaves the 

problem, i.e., there is some noise. Therefore these 

must be removed from the selection of the maximum 

area of the image. In this research, the biggest will be 

applied to a further process. Therefore the binary 

image result must be selected to determine one of 

many objects found in the image. The simple 

algorithm was developed to choose it, i.e., by 

comparing the object areas in the image. Suppose n 

objects are in the image, and for an area of the object 

is represented by using Ok, where k and n state the 

number of objects and the area index. The biggest 

area is chosen as an object candidate, as shown in the 

following model. 
 

𝑀 = 𝑚𝑎𝑥(𝑂1, 𝑂2, 𝑂3, 𝑂4, ⋯ , 𝑂𝑛)             (17) 

 

Fig. 8 showed an image with five objects, and it 

means that n=5, k=1, 2, 3, 4, 5. Five objects will be 

selected one object with the biggest area, and the 

object result is displayed in Fig. 10 (b). 

3.2.3. Re-arrangement of the source and the negative of 

the binary image result transformation 

Before the feature extraction process, the image 

segmentation result must be returned to become the 

color image. It is necessary to create the negative of 

the binary image to obtain the color image result. The 

simple mathematics can be modeled to produce the 

negative of the binary image as follows 

 

𝑛𝐵(𝑥, 𝑦) = 255 − 𝐵(𝑥, 𝑦)                          (18) 

 

 

 
Figure. 11 Re-arrangement of the source and the negative 

of the binary image 

 

nB(x, y) and B(x, y) state the negative of a binary 

image and the biggest. The value of nB(x, y) is used 

as a deduction against the original channel, i.e., red, 

green, and blue channel as follows 

 

𝑟𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦, 1) − 𝑛𝐵(𝑥, 𝑦)         (19) 

 

𝑔𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦, 2) − 𝑛𝐵(𝑥, 𝑦)             (20) 

 

𝑏𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦, 3) − 𝑛𝐵(𝑥, 𝑦)             (21) 

 

The values of the rf(x, y), gf(x, y), and bf(x, y) 

display the new value of the red, green, and blue 

based on the Eq. (18). The results of Eqs. (19), (20), 

and (21) are further re-arranged in the color format so 

that it can produce the color image, as shown in Fig. 

11. It shows that the color image result can be re-

arranged based on the results of Eqs. (19), (20), and 

(21). 

Fig. 12 explains the formation of the color image 

using the Eqs. (19), (20), and (21). Each channel is 

subtracted with a negative binary image, and the 

results are combined to obtain a single color image. 

 

 
Figure. 12 Re-arrangement of the subtraction results of 

the source image and the negative of binary image result 

transformation 
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3.3 Color-based hybrid feature extraction 

modeling 

An essential process after pre-processing and 

segmentation is feature extraction. This process also 

determines how well the classification results. In this 

research, the color-based hybrid is utilized to obtain 

the dominant object features, i.e., shape and color 

based densitometry. In general, densitometry is 

applied to the grayscale image, therefore, if a color 

image is characterized based on the grayscale image, 

then some features will disappear, and the object will 

also lose the original characteristics. In this research, 

the color based hybrid is proposed to extract the 

object features. In this case, a phrase of “color based 

hybrid” has the meaning of combining the shape and 

color based densitometry features. The shape features 

involve Area, Perimeter, and Circularity features, 

whereas the color based densitometry has three 

elements, for each item has four features, i.e., Energy, 

Entropy, Correlation, and Variance. 

3.3.1. The shape features 

The shape features consist of three characteristics, 

i.e., Area (A), Perimeter (P), and Circularity features 

(C). An object area can be computed by reading the 

image segmentation results. Suppose, binary image 

B(x, y) states intensity on the x and y position if B(x, 

y)1, the value of area increases 1. The image 

intensity is read from the top-left until the bottom-

right. If B(x, y) 1 and it has at least a neighbor with 

the zero intensity, then the perimeter increases 1. It is 

to compute the object perimeter. The object 

circularity can be obtained by using the following 

model 

 

𝐶 =
4×𝜋×𝐴

𝑃2                 (22) 

 

The variable of  represent and phi value (it is 3.14)  

3.3.2. The color-based densitometry features 

Another feature is the densitometry. In general, 

the researcher only applied a green channel to extract 

the object features. Therefore the object has the 

essential characteristic as the features. In this research, 

three channels of the object will be extracted to obtain 

the dominant features, i.e., Densitometry for red, 

green, and blue. It measures intensity uniformity, the 

complexity of the size, interconnection between a 

pixel to nearest neighbors, and pixel variance of the 

image.  The intensity uniformity measurement can be 

represented by using the “Energy (E)” as follows: 

 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ (𝑔(𝑗, 𝑘))2𝑊−1
𝑘=0

𝐻−1
𝑗=0       (23) 

 

In this case, H, W, j, k, and g(j, k)  represent the 

height, wide, index of the height, index of the width 

of the image, and new space of the image respectively. 

The intensity uniformity can be calculated by 

multiplication of the source image and log of a source 

image. For each position must be calculated the value 

of “Entropy (En)” and the results must be added, so 

that it produces the single value as follows: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ ∑ 𝑔(𝑗, 𝑘) × 𝑙𝑜𝑔(𝑔(𝑗, 𝑘))𝑊−1
𝑘=0

𝐻−1
𝑗=0     

(24) 

 

A relation of the pixel and nearest neighbor can be 

represented by using the “Correlation (Co)” function 

as follows 

 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑
(𝑗−𝜇𝑥)×(𝑘−𝜇𝑦)

𝜎𝑥×𝜎𝑦

𝑊−1
𝑘=0

𝐻−1
𝑗=0     (25) 

 

The variable of the x, y, x, and y depict the 

average of the x, y, variance of the x, and y 

respectively. The last feature of the densitometry is 

the “Variance (Var)”, where the mean image value  

must be calculated before the variance , as shown in 

the following equation. 

 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = ∑ ∑ (𝑗 − 𝜇)𝑊−1
𝑘=0

𝐻−1
𝑗=0 × 𝑔(𝑥, 𝑦)    (26) 

 

In this research, the Eqs. (23), (24), (25), and (26) 

are applied on the different channels, i.e., red, green, 

and blue channels. Therefore the color based 

densitometry has twelve features. Some features used 

are fifteen, i.e., the 1st, 2nd, and the 3rd are features of 

an Area, Perimeter, and Circularity, respectively, the 

4th, 5th, 6th, and 7th state features of the Energy, 

Entropy, Correlation, and Variance for the red 

channel. For the green channel is represented by the 

8th, 9th, 10th, and 11th features, while for the blue 

channel is 12th, 13th, 14th, and 15th features as shown 

in Fig. 13 

The feature extraction produces fifteen elements, 

i.e., three features are formed by the shape model, 

 

 
Figure. 13 Color-based hybrid modeling (The shape and 

the color based densitometry) 
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while the remaining is generated by red, green, and 

blue color-based densitometry. The shape features 

are the Area (A), Perimeter (P), and Circularity (C), 

as shown on the 1st, 2nd, and 3rd columns. The red 

color fashioned the Energy (E), Entropy (En), 

Correlation (Co), and Variance (Var) as described on 

the 4th, 5th, 6th, and 7th columns. The green color also 

forms four features, i.e., the Energy (E), Entropy (En), 

Correlation (Co), and Variance (Var), as exhibited 

on the 8th, 9th, 10th, and 11th columns. The blue color 

also produces four features as generated by red or 

green color, and the results are 12th, 13th, 14th, and 15th 

columns.  

3.4 Classification 

The image sample consists of the training and the 

testing sets. The feature extraction results will be 

compared and calculated the accuracy. The 

measurements are performed by comparing the 

training and the testing sets. 

In the classification stage, there are two sub-

stages, i.e., Similarity Measurements and Accuracy 

Calculation. On the Similarity Measurements, the 

training features produced will be employed as a 

reference to the testing process. The samples are 

performed by using the same process. In this research, 

two methods are applied to classify image testing, i.e., 

Manhattan and Euclidean Distance, where m 

represents the number of features used. A sequence 

of the feature extraction has not to default rule, as 

long as it is consistent. The Manhattan and Euclidean 

Distance can be easily described as follows. 

 

𝐷𝑀 = ∑ |𝑇𝑟𝐿 − 𝑇𝑠𝐿|𝑚
𝐿=1                    (27) 

 

𝐷𝐸 = √∑ (𝑇𝑟𝐿 − 𝑇𝑠𝐿)2𝑚
𝐿=1                   (28) 

 

The variable of DM, DE, TrL, TsL, L, and M 

represent the similarity result using Euclidian 

distance, the similarity result using Manhattan, 

feature extraction of the training set, feature 

extraction of the testing set, index of the feature 

extraction, and number of feature extractions 

respectively.  

The calculation results of the Eqs. (27) and (28) 

are moreover applied to calculate the accuracy of the 

measurement results. In this case, Accuracy, (ACC), 

True Positive Rate or Sensitivity (TPR), and False 

Negative Rate or Specificity (FNR) must be 

calculated as follows. 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                  (29) 

 

𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                  (30) 

 

𝐴𝐶𝐶 =
𝑇𝑃𝑅+𝑇𝑁𝑅

2
                 (31) 

 

True Positive (TP) states positive Acute 

Lymphoblastic Leukemia correctly identified as an 

abnormal image. False Positive (FP) represents 

healthy Acute Lymphoblastic Leukemia identified as 

an abnormal cell. True Negative (TN) states a normal 

cell correctly identified as a normal cell, whereas 

False Negative (FN) stated positive Acute 

Lymphoblastic Leukemia cell identified as the 

normal cell. 

4. Experimental results and discussion  

In this research, the Acute Lymphoblastic 

Leukemia Image Database for Image Processing 

(ALL-IDB) is utilized to evaluate the proposed model. 

ALL-IDB used is type-2 or well known as ALL-IDB2. 

It consists of 260 images, where 130 images are 

classified as Acute Lymphoblastic Leukemia, and the 

remaining are signed as a normal white blood cell. 

These images are designed to classify Acute 

Lymphoblastic Leukemia. The following is a sample 

of Healthy (Fig. 14) and Acute Lymphoblastic 

Leukemia Cells (Fig. 15). 

Moreover, the results are applied to calculate 

Accuracy, Sensitivity, and Specificity. Fig. 16 

displays the classification accuracy results using 

Euclidian Distance. 
 

 
Figure. 14 Healthy cell of acute Lymphoblastic Leukemia 

image database – ALL-IDB 

 

 
Figure. 15 Acute Lymphoblastic Leukemia cell of ALL-

IDB 
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Table 1. Experiment scenario used 

Scenario 

Training Sets Testing Sets 

ALL Non 

ALL 

ALL Non 

ALL 

1st  55 55 75 75 

2nd  60 60 70 70 

3rd  65 65 65 65 

 

 
Figure. 16 Accuracy of the proposed model using 

Euclidian distance 

 

Usage of the training sets had to impact the 

classification results because the results showed that 

the usage of 65 training sets had produced higher 

accuracy than 60 and 55 training sets. For each 

scenario, experiments are conducted 50 times with 

the different indexes on the training sets. The low 

fluctuation of the accuracy has been produced on the 

1st, 2nd, and the 3rd scenario, i.e., 0.24, 0.26, and 0.23 

standard deviations, while the average accuracy 

produced is 79.85%, 83.54%, 88.72% for the 1st, 2nd, 

and 3rd respectively.  

Fig. 16 also displayed that the maximum 

accuracy obtained is 83.97% for the 1st, 89.17% for 

the 2nd, and 95.38% for the last scenario. Increasing 

the training sets used has provided an increase in 

average and maximum classification accuracy 

obtained. It proves that the proposed model is suitable 

to be used as a classification of the Acute 

Lymphoblastic Leukemia. 

A similar process has been performed by using 

the Manhattan method, as shown in Fig. 17. The 

 

 
Figure. 17 The accuracy of the proposed model using 

Manhattan 

 

experimental results have produced the average 

accuracy, i.e., 79.37% for the 1st, 83.03% for the 2nd, 

and 88.60% for the 3rd scenario, while the maximum 

accuracy obtained is 83.97%, 89.17%, 95.38% for the 

1st, 2nd, and 3rd respectively. The significant increase 

has been displayed for both the average and the 

maximum accuracy. The similar results of the 

standard deviation have also been shown, i.e., 0.27, 

0.22, and 0.23 standard deviations for the 1st, 2nd, and 

3rd scenario. It also showed that classification 

accuracy depends on the training sets used.  

Similar results have been produced on the 

Euclidian Distance and Manhattan for both the 

average and maximum accuracy. A little difference 

occurred, where Manhattan outperformed to 

Euclidian Distance on the 1st scenario, but on the 2nd 

scenario, the Euclidian Distance produced higher 

accuracy than the Manhattan, as shown in Fig. 18. 

Similar results also occur at the maximum accuracy, 

where Euclidian Distance outperformed to 

Manhattan when the 2nd and 3rd scenarios are 

performed, but it did not happen in the 1st scenario. 

Precisely, the Manhattan exceeded to Euclidian 

Distance on the 1st scenario, as displayed in Fig. 19. 

The experimental results showed that the highest 

classification accuracy occurred in the last scenario 

when Euclidian Distance is applied as similarity 

measurements, i.e., 95.38%. The experimental results 
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of the proposed model have also been evaluated to be 

compared to other algorithms, as shown in Table 2. It 

demonstrated that the proposed model had obtained 

higher accuracy than the others, i.e., Naïve Bayesian 

Classifier [25], Color Correlation [19], Fuzzy-based 

Leukemia Detection [30], Hausdrof SVM-based 

Leukemia Detection [46], and Automated 

Differential [15]. An Automated Differential utilized 

three intelligence measurements, i.e., Learning 

Vector Quantization (LVQ), Multi-Layer Perceptron 

(MLP), and Support Vector Machine (SVM). Three 

method results are not better than the proposed model.  
Table 2 showed that the highest accuracy for an 

intelligence-based approach is SVM, i.e., 91.3%, 
whereas an intelligence-based method others have 
produced 83.33% and 89.74%, i.e., LVQ and MLP. It 
showed that the experimental results of the proposed 
model are also influenced by three important factors, 
i.e., Pre-processing, segmentation, and feature 
extraction. 

Another approach has been produced by other 

researchers, i.e., the statistical-based model (Naïve 

Bayesian Classifier) [30] only contributed 75% 

accuracy. It proved that the proposed model had 

outperformed the others, for both intelligence and 

statistical-based approach. 

Similarity measurements also have a significant 

role in producing accuracy. However, the features 

measured are also more important for the 

classification process. In the feature extraction, 

segmentation process contributed to producing 

important features. 
 

 
Figure. 18 The maximum accuracy of the proposed model 

using Euclidian distance 

 

 

 
Figure. 19 The maximum accuracy of the proposed model 

using Manhattan 

 

 

Table 2. Comparison of the proposed model and the 

others 

No Method Accuracy (%) 

1 Proposed Model 95.38 

2 Naïve Bayesian [25] 75,00 

3 Color Correlation [19]  92.00 

4 Fuzzy-based Leukemia 

Detection [30]  

93.00 

5 Hausdrof SVM-based 

Leukemia Detection [46] 

95.00 

6 Automated Differential [15] 
 

  LVQ  83.33 

  MLP  89.74 

  SVM 91.03 

5. Conclusion 

A sequential process to enhance the image, 

separate the desired object, extract the features, and 

measure the similarity has been conducted by using 

the proposed model. The simple algorithm to enhance 

the image has shown satisfactory results. A new 

approach to separate the object has also displayed the 

desired object. The segmentation results have been 

extracted by using the shape and the color based 

densitometry, while the densitometry feature 

extraction was conducted by using multi-channel, i.e., 

red, green, and blue. The results showed that the 

maximum accuracy obtained is 95.38%, and this 

result has also outperformed to the others, i.e., Naïve 

Bayesian at 75%, Color Correlation at 92%, Fuzzy-

based Leukemia at 93%, Hausdrof SVM-based 

Leukemia Detection at 95%, LVQ at 83.33%, MLP 

at 89.74%, and SVM at 91.03%. This research makes 

a contribution by providing a new approach to 
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enhance the image, segment, extract, and measure the 

similarity, particularly on the Acute Lymphoblastic  

Leukemia Images. This novel approach has been 

proven that has better accuracy than others as 

explained above. 

In some cases, the leukemia image still leaves 

noise before the feature is extracted, therefore we will 

improve the segmentation process to reduce the noise 

in the future work. Also we enhance the feature 

extraction to produce tha main feature that can 

distinguish postive and negative leukemia. 
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