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Abstract: Liver cancer can be caused by hepatitis B virus (HBV) infection. This genome virus inserts genetic material 

into its host. Moreover, each gene has numerous HBV DNA sequences due to its high mutation rate in replication. 

Thus, detecting virus is a difficult task. A support vector machine (SVM) is a robust machine-learning algorithm for 

detecting liver cancer disease. However, a high data volume can reduce its computation speed and performance 

measures. Therefore, we propose data simplification using Kernel k-means clustering method to construct the SVM 

classifier model by minimizing objective function as object distance. Based on experimental results, the proposed 

method’s performance evaluation was higher than SVM algorithm without kernel k-means, especially for the 

sensitivity significantly increased. The accuracy rate and AUC of the proposed method were around 98% and 0.95. 

Furthermore, the performance of proposed method is also predominant of the other machine learning: Random Forest, 

Naïve Bayes, Naural Network and C5.0. 

Keywords: Liver cancer, DNA sequence, SVM, Kernel k-Means. 
 

 

1. Introduction 

Owing to the recent increase in the number of 

patients with liver cancer, this disease has attracted 

the attention of the government and researchers. 

According to the Global Cancer Observatory 

database, the International Agency for Research on 

Cancer discovered that liver cancer was the third-

ranking cause of death at 781,531 cases; it is behind 

the other two leading cancers: lung and colorectal 

cancers. Geographically, the prevalence of 

hepatocellular carcinoma (HCC) is unevenly 

distributed with Asia dominating at 72.5% (609,596 

cases), with a mortality rate of 72.4% (566,269 cases) 

[1]. 

The hepatitis B virus X protein (HBx) is one of 

the hepatitis B virus (HBV) genes whose role is to 

replicate for survival in the host. Insertion of the 

genome virus affects mutation of the deoxyribonucleic 

acid (DNA) sequences. Numerous previously 

conducted studies demonstrated the roles of HBx in 

the pathogenesis of virus-induced liver cancer [2]. 

Moreover, there is a relationship between putative 

mutation and liver cancer. Mutation of the HBx DNA 

sequence at AA 127, 130, and 131 as HBx deletion 

was implicated in liver cancer [3]. The truncation 

mutation at the 3’ end of HBx had a potential role in 

HBV related to liver cancer [4]. The HBV HBx gene 

multi-site mutations also occurred in the clinical 

HCC (liver cancer) disease and were related to the 

development of the disease. In China, data indicated 

that 44 cases with a mutation pattern of HBx 

involving 60 patients who had liver cancer and were 

HBV-positive [5]. By applying the computational 

approach, the study on the patient’s liver cancer that 

infected the HBV was conducted by profiling the 

DNA sequence of the HBV using the clustering 

method [6]. 

 A support vector machine (SVM) is a robust 

classification method for predicting the liver cancer 

disease. Numerous studies were conducted using 

various types of data sets, such as image, clinical, and 

microarray data of gene expression, and a DNA 

sequence [7–10]. When SVM is applied to the large 
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volume of data sets, its challenge is that it decreases 

the computational speed and the accuracy rate. 

Therefore, by clustering method, the variance can be 

reduced to simplify the SVM classifier model. 

K-means is one of the methods for clustering to 

preprocess the large data volume with high speed in 

computational time and accuracy rate. Numerous 

previously conducted studies applied the k-means 

cluster algorithm in combination with the SVM 

algorithm (KSVM) but still maintained the accuracy 

[11]. However, the k-means covered only a linear 

separable input space. A Kernel k-means is an 

advanced k-means cluster algorithm that can cluster a 

non-separable input space by mapping a data object 

to the high dimension of input space, and it is applied 

k-means algorithm [12]. Therefore, this current 

research aims to improve the performance by 

applying the Support Vector Machine on Kernel k-

Means clustering method for liver cancer detection 

using HBV DNA sequences. In this two-stage 

method, the DNA sequences were clustered by using 

Kernel k-Means algorithm, then the SVM classifier 

method was implemented in each clustering result. 

The rest of this paper is organized as follows. In 

Section 2, the background of this study, the 

development of liver cancer and the detection of the 

disease in biological and computational approaches 

are discussed. Additionally, using the SVM 

algorithm based on kernel k-means, the proposed 

method is studied. Section 3 presents the results and 

discussion. Section 4 provides the conclusions, and 

Section 5 gives recommendations for further studies. 

2. Related works  

Many studies on the detection of liver cancer 

were conducted using a supervised learning method. 

In 2014, research on the classification of DNA 

sequences of the Hepatitis B virus at genotype B and 

C conducted by Rekha et, al. It used Non-Linear 

Integral and fuzzy measure method to identity liver 

cancer disease [13]. Another research, by using 

microarray data of gene expression (GSE20948) was 

applied Support Vector Machine with clustered 

network topology to identify hepatocellular 

carcinoma [10]. Kesh, at al. in 2015 conducted 

research  using DNA sequence to categorize binary 

on unbalanced class distribution for liver cancer 

disease using Bayesian vs Voted perceptron [14]. Xin 

Bai et all (2018) conducted research on deep 

sequencing of HBV pre-S DNA sequence and based 

on the frequent pattern to classify liver cancer disease 

and get their association using KNN against SVM[7]. 

 

3. Material and method 

As depicted in Fig. 1, the system is constructed 

using two main parts of the research method, 

including kernel k-means clustering and the SVM 

classification algorithm, as the general step for 

detecting liver cancer. 

A. DNA sequence decomposition 

The first stage of this study is preprocessing of 

data, including crawling and transformation data, to 

nucleotide composition or amino acid composition. 

The crawling data was utilized to obtain the desired 

data, such as DNA sequences and their status 

“carcinoma,” “HCC,” or “liver cancer” on the remark 

site.  

The HBx gene of HBV has various DNA 

sequences when integrated into its host. Each patient 

has a different DNA sequence of HBx. However, the 

similarity rate of mutation did not indicate cancer. 

Therefore, this study utilizes DNA sequence 

decomposition in the percentage of nucleotide and 

amino acid as a feature for predicting liver cancer. 

 

a)  Nucleotide decomposition 

Moreover, the next step of preprocessing data was 

nucleotide decomposition employed to construct a 

codon in each sequence. Besides, the regions of DNA 

coding are representative of the nucleotide 

compositions at the first, second, and third positions 

of the codon. As an illustration, the HBx gene had a 

length of 465 sites and was constructed three basal 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure. 1 General steps for predicting liver cancer 
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Table 1. Standard genetic code 
1st 

nucleoti

de 

2nd nucleotide 3rd 

nucleoti

de T C A G 
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nucleotides in each codon for coding a protein based 

on standard genetic code as shown in Table 1 [15]. 

The relative frequencies of  four nucleotides can 

be computed for one specific sequence or all 

sequences: adenine (A), thymine (T), guanine (G), 

and cytosine (C). For the coding regions of DNA, 

additional columns are presented for the nucleotide 

composition at the first, second, and third codon 

positions [13]. In addition, the nucleotide 

composition in percentage was used as a feature for 

the learning process of the classification method. In 

this study, we implemented the MEGA tools of 

bioinformatics software to decompose DNA 

sequences. As demonstrated in Table 2, the DNA 

sequence of HBx was transformed to nucleotide 

composition in each codon. 

 
Table 2. The nucleotide composition of the HBx DNA 

SId T1 C1 A1 G1 … G3 Status 

1 28 25.2 14.8 32.3  25.2 LC 

2 26 24.5 16.8 32.3  24.5 LC 

3 28 23.9 16.1 32.3  25.2 LC 

4 28 23.9 14.8 33.5  25.2 N 

.       . 

.       . 

n 28 23.9 14.8 33.5 … 25.2 N 

 

b)  Amino acid decomposition 

 From the DNA sequence, another data set is 

amino acid decomposition. The relative frequencies 

of the four nucleotides or the 20 amino acid residues 

(amino acid composition) can be computed for a 

particular sequence or all the sequences. The 20 

amino acids include the following: alanine (Ala), 

arginine (Arg), asparagine (Asn), aspartic acid (Asp), 

cysteine (Cys), glutamic acid (Glu), glutamine (Gln), 

glycine (Gly), histidine (His), hydroxyproline (Hyp), 

isoleucine (Ile), leucine (Leu), lysine (Lys), 

methionine (Met), phenylalanine (Phe), proline (Pro), 

serine (Ser), threonine (Thr), tryptophan (Trp), 

tyrosine (Tyr), and valine (Val). The data set 

comprises amino acid sequences that can be 

translated into proteins [16].  

Then, the amino acid composition is the number 

of amino acids of each type normalized with the total 

number of residues. It is defined in the Eq.1. 

 

𝐶𝑜𝑚𝑝(𝑖) = ∑ 𝑛𝑖𝑥 100
𝑁⁄ ,             (1) 

 

where i denotes the 20 amino acid residues, ni denotes 

the number of residues of each type, and N denotes 

the total number of residues. The summation is taken 

over all the residues in the considered protein [14]. 

The results of the amino acid composition are 

presented in a tabular form, as presented in Table 3. 

B. The proposed method 

The large data volume requires a high 

computational time and decreases the performance of 

the SVM classifier. Therefore, we propose to cluster 

the data before applying the classification method. 

The kernel k-means method is k-means advanced by 

applying the following methods. 
 

1) K-means clustering 

K-means is a clustering method with high 

computation speed and good accuracy. Using an X-

ray image as the data set, Kwang et al. conducted a 

study in which the k-means clustering was applied to 

develop an automatic segmentation of wrist bone 
 

Table 3. The amino acid composition of HBx DNA 

SId Ala Cys Asp Glu Phe … Status 

1 11.0 5.8 3.9 4.5 4.5  LC 

2 9.7 5.8 3.9 4.5 5.2  LC 

3 10.4 5.8 3.2 4.5 4.5  LC 

4 10.4 5.8 3.9 4.5 5.2  N 

. .. … … … ..  … 

… … … … … … … … 

n . . . . . . . 
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fractures and achieved 80% accuracy [17]. This 

method has also been applied to genetics algorithm 

hybridization to reduce the computational time for 

feature selections [18].  

The k-means clustering algorithm principally 

assigns data objects to certain clusters by defining the 

number of clusters as the first step in the calculation. 

Besides, the objective function of this algorithm is to 

obtain a minimum of the total intra-cluster 

differences. The total minimum is the squared sum of 

the Euclidean distances between the related objects 

and the cluster center [19]. However, the limitation of 

the k-means clustering is that the method covered k- 

only linear separable input space. Therefore, this 

study developed the k-means method using the 

Kernel k-means clustering. 

 
2) Kernel k-means clustering 

The lack of k-means can only detect clusters that 

are linearly separable, whereas kernel k-means can be 

used to detect those that are nonlinearly separable 

(non-convex clusters). Using the kernel function of k-

means, the data are mainly projected onto the high-

dimensional feature so that cover clusters are 

nonlinearly separable in the input space [12]. 

Moreover, the clustering algorithm replaces the 

Euclidean distance or similarity computation in k-

means by the kernelized version. Let 𝑋 =
{𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑛}  and 𝜋1, 𝜋2, … , 𝜋𝑘  be the set of 

data points and the number of k clusters, respectively. 

Principally, the kernel k-means clustering is applied 

to minimize the following objective function as 

distances among objects [20]: 

𝐷({𝜋𝑐}𝑐=1
𝑘 ) = ∑ ∑ ‖∅(𝑎𝑖) − 𝑚𝑐‖2

𝑎𝑖∈𝜋𝑐

𝑘
𝑐=1 ,  (2) 

where  

Where the centroid is noted by 𝑚𝑐 =
∑ ∅(𝑎𝑖) 𝑎𝑖∈𝜋𝑐

|𝜋𝑐|
   

 ‖∅(𝑎𝑖) − 𝑚𝑐‖2 can be expanded as follows: 

∅(𝑎𝑖). ∅(𝑎𝑗) −
2 ∑ ∅(𝑎𝑖). ∅(𝑎𝑗)𝑎𝑗∈𝜋𝑐

|𝜋𝑐|
+  

∑ ∅(𝑎𝑗). ∅(𝑎𝑖)𝑎𝑗𝑎𝑖∈𝜋𝑐

|𝜋𝑐|2  

and ∅(𝑎𝑖). ∅(𝑎𝑗)  is a kernel matrix where can 

computed distances data point and centroid. 

Thus, the steps of kernel k-means clustering are 

as follows: 

a. Input the k cluster number. 
b. Randomly initialize the c cluster center. 
c. Using Eq. (2), compute the distance of each 

data point and cluster center in the 

transformed space. 

d. Assign data points to the cluster center with 

minimum distance. 

e. Repeat to step b until there are no data points 

re-assigned. 
 

3) The SVM classifier 

The SVM algorithm is mainly a linear 

classification method that seeks the best function of 

the hyperplane. The function is divided into two 

classes of input space that are then developed into 

nonlinear classifiers by incorporating kernel tricks in 

a high-dimensional space. In addition, the data should 

be transformed into the vector space in a high-

dimensional space. The kernel trick functions that can 

be utilized in nonlinear SVM classifications are a 

polynomial, the Gaussian radial bases function (RBF), 

and a sigmoid. Each label is denoted by y¬i ϵ {-1, +1}, 

for i = 1, 2, ..., n, where n denotes the number of data. 

The label is assigned +1 and −1 classes, which can be 

completely separated from the hyperplane using the 

following equation: 

 

𝑤. 𝑥 + 𝑏 = 0           (3) 

 

where w is a weight vector, x is input vector and b is 

bias value. 

The object data point xi is assigned to -1 in the 

following inequality: 

 

𝑤. 𝑥𝑖 + 𝑏 ≤ −1            (4) 

 

It is assigned to +1 in the following inequality: 

 

𝑤. 𝑥𝑖 + 𝑏 ≥ +1            (5) 

 

Further, the largest margin is calculated by 

maximizing the distance between the hyperplane and 

the nearest point: 

 
1

∥𝑤∥
.               (6) 

 

In principle, a nonlinear SVM concept changes 

the data x that is applied to the function Φ (x) in the 

high-dimensional vector space. Therefore, the 

objective function represents data in the new vector 

space. In the SVM, the learning process is to find 

support vectors by the dot product of the new vector 

space data.  

 

a) Kernel trick 

The kernel function aims to determine a support 

vector for nonlinear data in the SVM learning process 

[12]. It can be defined as follows: 
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𝐾(𝑥𝑖. 𝑥𝑗) = Φ(𝑥𝑖). Φ(𝑥𝑗)               (7) 

 

In this study, two kernels are applied, including 

polynomial and Gaussian RBF as defined in Eqs. (8) 

and (9): 

 

𝐾(𝑋𝑖 ⋅ 𝑋𝑗) = (𝑥𝑖. 𝑥𝑗 + 1)𝑃      (8) 

 

and 𝐾(𝑋𝑖 ⋅ 𝑋𝑗) = exp (− (
‖𝑋𝑖−𝑋𝑗‖

2

2𝜎2 ))         (9) 

 

The next step is to make predictions by 

implementing the Sequential SVM algorithm, as well 

as the calculation of the Hessian matrix. Thus, the 

steps are repeated to reach the maximum of the least 

error rate or max (| δα |) < ε. When they are complete, 

the bias and similarities between the testing and 

training data are calculated. The results are obtained 

in positive or negative classes. Moreover, many 

various parameter value combinations can be tuned 

in the SVM method, so that it is required to get the 

best parameter value. 

 

b)  Tuning the SVM parameter 

The advantage of the SVM algorithm is that it 

can achieve a global optimum. Furthermore, the 

SVM algorithm can handle the problem of high 

dimensionality [21]. However, setting parameters 

and kernels can affect the performance of the learning 

process and the general performance of the SVM [22]. 

Using specified method types, such as cross-fold and 

bootstrapping, the combination of parameters can 

lead to an error rate estimation on certain data. In this 

study, the SVM parameters with the polynomial 

kernel used include gamma (ϒ) and cost (C), which 

require an optimum value. The cost parameter (C) of 

the SVM formulation controls a penalty for 

misclassified data training and thus the complexity of 

the prediction function. Hence, a high-cost value C 

can force the SVM to create enough complex 

prediction function to misclassify as few training 

points as possible, whereas a low-cost parameter can 

lead to a simpler prediction function [23]. Moreover, 

the gamma parameter indicates how far the influence 

of a single training example reached with low and 

high values meaning “far” and “close,” respectively. 

The gamma parameters can be considered as the 

inverse of the radius of influence of samples selected 

by the model as support vectors. In this study, the best 

parameter values on gamma (ϒ) and cost (C) are at 

certain values that are applied to the proposed method. 

 

4) The SVM kernel k-means clustering algorithm 

This study aimed to improve the performance of 

the SVM classifier through the hybridization of the 

kernel k-means clustering algorithm. The algorithm 

details are as follows: 

1. Input data set from DNA sequence 

decomposition, either nucleotide or amino 

acid composition. 

2. Compute clustering data set using kernel k-

means with the number of clusters (k = 2). 
3. Tune the SVM parameter values (gamma (ϒ) 

and cost (C) to obtain optimal results, i.e., 

best parameter values). 
4. Apply the SVM classifier method using the 

best parameter in each cluster. 

4. Results and discussions 

4.1 Data sets 

In this study, the data sets were DNA sequences 

obtained from the HBV database (URL: 

https://hbvdb.ibcp.fr/HBVdb/). Two kinds of data set 

were decomposed from the sequences in genotypes A, 

B, C, and D. As presented in Table 4, there are 12 and 

20 features of nucleotide composition and amino acid 

composition of various total data in any genotype, 

respectively. 

4.2 Experimental results 

The data sets were clustered using the kernel k-

means method with the cluster number k = 2. It 

referred to the number of classes, i.e., Liver Cancer 

(LC) and normal (N). Then, using the tuning 

parameter of SVM with RBF or the polynomial 

kernel trick, this study obtained the best parameter 

value of the proposed method. The experimental 

results are presented in Tables 5 and 6. 

 
Table 4. Data sets of nucleotide decomposition and amino 

acid decomposition 

No DNA decomposition 
Geno-

type 

Status (total) 

LC Normal 

1 
Nucleotide  

A 12 946 
Amino Acid 

2 
Nucleotide  

B 918 1542 
Amino Acid 

3 
Nucleotide 

C 376 2906 
Amino Acid 

4 
Nucleotide  

D 108 1419 
Amino Acid 

https://hbvdb.ibcp.fr/HBVdb/
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Table 5. Classification results using SVM RBF and 

kernel k-means 

Data set 
Prediction Actual 

LC Normal LC Normal 

Nucleo-A 11 947 12 946 

Nucleo-B 506 1,954 515 1,945 

Nucleo-C 360 2,922 420 2862 

Nucleo-D 108 1,419 108 1,419 

Amino-A 12 946 12 946 

Amino-B 515 1,945 515 1,945 

Amino-C 327 2,955 420 2,862 

Amino-D 116 1,411 108 1,419 

 

Table 6. Classification results using SVM polynomial and 

kernel k-means 

Data set 
Prediction Actual 

LC Normal LC Normal 

Nucleo-A 11 947 12 946 

Nucleo-B 520 1940 515 1945 

Nucleo-C 230 3052 420 2862 

Nucleo-D 105 1422 108 1419 

Amino-A 12 946 12 946 

Amino-B 515 1945 515 1945 

Amino-C 335 2947 420 2862 

Amino-D 118 1409 108 1419 

 

Based on the classification results, disease 

detection indicated that the error rate in average for 

the proposed method is 1.41 using the RBF kernel. 

This is lower than the proposed method using the 

polynomial kernel of 2.38. For liver cancer detection, 

the nucleotide composition data set is better to 

classify than the amino acid data set. 

4.3 Performance result evaluation 

To obtain the performance of the proposed 

method in classification results, it was evaluated by 

applying the confusion matrix. The matrix describes 

the performance of the classifier method on data 

testing in which the correct values are known as 

actual data. The terminology of confusion matrix is 

illustrated in Table 7 [24]. 

 

Remarks on Table 7: 

- True positive (tp): The cases are predicted as 

carcinoma, and they are actually carcinoma. 
 

Table 7. The confusion matrix 

 Predicted: NO Predicted YES 

Actual: NO tn fp 

Actual: YES fn tp 

 

Table 8. The performance measure metrics 

Measure Formula Definition 

Accuracy 
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑓𝑛 + 𝑓𝑝 + 𝑡𝑛
 

Correctness of a 

classifier 

Sensitivity 
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 

Effectiveness of a 

classifier to 

identify the 

positive label 

Specificity 
𝑡𝑛

𝑡𝑛 + 𝑓𝑝
 

Effectiveness of a 

classifier to 

identify the 

negative label 

AUC 

1

2
(

𝑡𝑝

𝑡𝑝 + 𝑓𝑛

+
𝑡𝑛

𝑡𝑛 + 𝑓𝑝
) 

The ability of the 

classifier to avoid 

false classification 

 
- True negative (tn): The cases are predicted as not 

carcinoma (normal), and they are actually not 

carcinoma. 
- False-positive (fp): The cases are predicted as 

carcinoma, but they are actually no carcinoma. 
- False-negative (fn): The cases are predicted as 

not carcinoma, but they are actually carcinoma. 
Moreover, there are various measurements for 

performance evaluation, including accuracy, 

sensitivity, specificity, and area under the curve 

(AUC), as presented in Table 8 [25]. 

4.4 Comparison of other machine learning 

algorithms  

The most supervised learning algorithm, 

unbalanced data distribution effected to identify the 

class positive label, liver cancer, on the huge data 

volume. Therefore, the proposed method, SVM 

classification based on the Kernel k-Means cluster is 

addressed to simplify the classifier model by 

reducing the data variance through the similarity data 

characteristics in the same group. 

This research was compared to other 

representative machine learning algorithms to detect 

liver cancer disease, i.e. rule based [26] or decision 

tree (C5.0), Probability model (Naïve Bayes)[27], 

Neural Network [28], and ensemble method 

(Random Forest)[29].  All data sets were applied 

using the proposed method; then, the performance of 

the experimental results was compared to the other 

machine-learning algorithms  

 Accuracy is a measurement to know the ability of 

the classifier model to predict correctly. The 

proposed method, either using RBF kernel or 

Polynomial kernel of SVM Kernel k-Means has the 

highest accuracy rate as shown in Tables 9 and 10. 
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Table 9. Comparison of the accuracies of machine-

learning algorithms (Nucleotide composition) 

Algorithms 
Datasets 

NA NB NC ND 

SVM RBF 0.99 0.93 0.88 0.97 

SVM Poly 0.99 0.79 0.88 0.94 

SVM KkM-RBF 0.99 0.98 0.97 0.99 

SVM KkM-Poly 0.99 0.96 0.93 0.98 

Random Forest 0.99 0.98 0.96 0.93 

Naïve Bayes 0.97 0.81 0.87 0.93 

Neural Network 0.99 0.86 0.87 0.93 

C5.0 0.99 0.86 0.87 0.93 

 

Table 10. Comparison of the accuracies of machine-

learning algorithms (Amino Acid composition) 

Algorithms 
Datasets 

AAA AAB AAC AAD 

SVM RBF 0.98 0.94 0.89 0.97 

SVM Poly 0.99 0.95 0.91 0.97 

SVM KkM-RBF 1 0.98 0.97 0.98 

SVM KkM-Poly 1 0.98 0.97 0.98 

Random Forest 0.99 0.98 0.96 0.98 

Naïve Bayes 0.31 0.78 0.84 0.64` 

Neural Network 0.99 0.91 0.89 0.97 

C5.0 0.99 0.93 0.89 0.97 

 
Table 11. Comparison of sensitivities of machine-

learning algorithms (Nucleotide composition) 

Algorithms 
Datasets 

NA NB NC ND 

SVM RBF 0.17 0.73 0.03 0.66 

SVM Poly 0.67 0.03 0.04 0.19 

SVM KkM-RBF 0.96 0.96 0.82 0.86 

SVM KkM-Poly 1 0.94 0.51 0.89 

Random Forest 0.92 0.92 0.72 0 

Naïve Bayes 0.25 0.87 0 0 

Neural Network 1 0.89 1 1 

C5.0 1 0.93 0.12 0.71 

 

Then, another measurement, a sensitivity of the 

proposed method, especially using RBF kernel has 

high sensitivity, closed to 1. It can predict positive 

liver cancer correctly even though the related data is 

small size when compared to the normal data 

(negative class) as shown in Tables 11 and 12. 

Generally, the proposed method, SVM hybrid 

kernel k-means, has the highest performance in terms 

of accuracy, sensitivity, and specificity when 

compared to the other representative machine 

learning algorithms. By contrast, the naïve Bayes 

method has the lowest performance evaluation 

measurement. The average accuracy rate for all the 

machine-learning algorithms is presented in Fig. 2. It 

showed that the proposed method is dominant in 

other algorithms. The SVM using kernel polynomial 

and RBF combined with the kernel k-means cluster 

method reached accuracy rates of 0.97 and 0.98, 

respectively. 

Otherwise, specificities, the ability to predict in 

negative class, of all method are high except neural 

network algorithm. The methods can predict a 

negative class (normal, non-Liver Cancer), due to 

high data volume in this class as shown in Table 13 

and Table 14. 

Then, the AUC of the proposed method is 

approximately 0.9. It is better than that of the SVM 

without the clustering algorithm, which is 

approximately 0.7, as depicted in Fig. 3. It is also 

dominant in other machine-learning algorithms. The 
 

Table 12. Comparison of sensitivities of machine-

learning algorithms (Nucleotide composition) 

Algorithms 
Datasets 

AAA AAB AAC AAD 

SVM RBF 0 0.78 0.15 0.56 

SVM Poly 0.75 0.85 0.26 0.56 

SVM KkM-RBF 1 0.96 0.75 0.87 

SVM KkM-Poly 1 0.96 0.76 0.89 

Random Forest 0.92 0.94 0.7 0.89 

Naïve Bayes 1 0.78 0.17 0.89 

Neural Network 1 0.94 0.89 0.99 

C5.0 1 0.75 0.13 0.59 

 
Table 13. Comparison of specificities of machine-

learning algorithms (Nucleotide composition) 

Algorithms 
Datasets 

NA NB NC ND 

SVM RBF 1 0.98 1 0.99 

SVM Poly 1 1 1 1 

SVM KkM-RBF 1 0.99 0.99 0.99 

SVM KkM-Poly 1 0.97 0.99 0.99 

Random Forest 1 0.99 0.99 0.99 

Naïve Bayes 0.98 0.81 1 1 

Neural Network 0 0.75 0 0 

C5.0 0.99 0.93 0.99 0.99 

 

Table 14. Comparison of specificities of machine-

learning algorithms (Amino Acid composition) 

Algorithms 
Datasets 

AAA AAB AAC AAD 

SVM RBF 1 0.98 0.99 0.99 

SVM Poly 1 0.97 0.99 0.99 

SVM KkM-RBF 1 0.99 0.99 0.99 

SVM KkM-Poly 1 0.99 0.99 0.99 

Random Forest 1 0.95 0.99 0.99 

Naïve Bayes 0.3 0.78 0.94 0.62 

Neural Network 0 0.80 0.78 0.69 

C5.0 1 0.97 0.99 0.99 
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Figure. 2 Comparison of accuracy rates of machine-

learning algorithms 

 

 
Figure. 3 Comparison of the AUC for machine-learning 

algorithms 

 

 
Figure. 4 Comparison of the number of support vector 

 

AUC value of the proposed method is approximately 

1. This implies that the method can well classify the 

DNA sequences. 

When compared to the conventional SVM, the  

proposed method is effect to number of support 

vector as hyperplane of dataset as a classifier model 

as shown in Fig.4. The number of support vector of 

proposed method using cluster based is more than the 

number of support vector of the conventional SVM 

without cluster.  

Futhermore,  the quality of cluster is also effect to 

the performance result of detection. In the proposed 

method, the data set was clustered using Kernel k-

Means before applied the SVM algorithm. The 

cluster was evaluated for the purity, entropy, 

shilouette to know the quality of the cluster and then, 

relationship of between the quality and performance 

of classification.  

The purity and entropy are evaluation 

measurement to know the ability of a clustering 

method to recover the suitable classes [30]. Suppose 

we are given l categories, while the clustering method 

generates k clusters.  The purity of the clustering with 

respect to the known categories is given by: 

 

𝑃𝑢𝑟𝑖𝑡𝑦 =
1

𝑛
∑ max

1≤𝑗≤1
𝑛𝑞

𝑗

𝑘

𝑞=1

 

 

(11) 

 

Where: 

• n is the number of object data 

• 𝑛𝑞
𝑗
 is the number of object data in cluster q 

that belongs to original class j (1≤ j ≤ l) 

The purity has range value in [0, 1]. The larger 

the purity, the better the performance of clustering. 

Another evaluation is entropy of the clustering 

with respect to the known categories as the 

formulation given by: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦

= −
1

𝑛 log2 𝑙
∑ ∑ 𝑛𝑞

𝑗

𝑙

𝑗=1

log2

𝑛𝑞
𝑗

𝑛𝑞

𝑘

𝑞=1

 

 

 

 

(12) 

Where: 

• n is the number of object data 

• nq is the number of object data in 

cluster q (1≤ q ≤ k) 

• 𝑛𝑞
𝑗
 is the number of object data in cluster 

q that belongs to original class j (1≤ j ≤ l) 

The smaller the entropy, the better the 

performance of clustering [30]. Then, the quality of 

cluster for all data sets can be shown in Fig 5. The 

nucleo-AX has the highest performance of cluster, i.e. 

silhouette, purity, and entropy. The silhouette and 

purity is the highest  but the entropy of clustering is 

lowest when was compared to other datasets.  The 

higher silhouette and purity of clustering, the higher 

accuracy, sensitivity and specificity of classification.  
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Figure. 5 Comparison of the evaluation performance for 

Kernel k-Means Clustering 

 

 
Figure. 6 The ROC of prediction using kernel k-means 

SVM (RBF) 

 

 
Figure. 7 ROC of prediction using kernel k-means 

SVM (polynomial) 

 

Otherwise, the lower entropy of clustering, the higher 

accuracy, sensitivity and specificity of classification. 

Finally, the receiver operating characteristic 

(ROC) curve is a tool for predicting the probability of 

a binary outcome. It is a plot of the false-positive rate 

(x-axis) versus the true positive rate (y-axis) for 

several candidate threshold values between 0.0 and 

1.0 [31]. As illustrated in Figs. 6 and 7, the proposed 

method achieved a ROC of approximately 1.0. This 

means that the data sets can be well classified. In 

other words, based on the nucleotide or amino acid 

compositions of HBx HBV, the proposed method can 

be used to detect liver cancer disease. 

5. Conclusion 

Based on the kernel k-means clustering algorithm, 

this study demonstrated that the SVM algorithm can 

be used to detect liver cancer disease. Two kinds of 

data sets, including nucleotide and amino acid 

compositions, were extracted from the DNA 

sequences of HBx HBV in genotypes A–D. In the first 

stage, the DNA decompositions were clustered into 

two groups using the kernel k-means algorithm. Then, 

the SVM classifier was applied to each cluster by 

utilizing the kernel trick, including RBF or 

polynomial. 

When clustered the data sets, each group has high 

similarity of the characteristic. The classification  

based on cluster has more the number of support 

vector than classification without cluster for 

detection. The quality of cluster has also effect to the 

performance of detection.The higher quality of 

cluster, the higher quality of detection. 

In general,  performance of the proposed method 

was higher than that of the conventional SVM 

method without the cluster. Moreover, it also 

appeared to be superior to the other machine-learning 

algorithms. 

6. Future study 

In this study, the proposed method was applied to 

kernel k-means using k = 2. In the future, we hope to 

develop a method for finding the best cluster number, 

k, to achieve the optimum prediction results. 
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