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Abstract: The multi-project resources scheduling in construction engineering application has received much 

attention in recent years due to it is an important issue to achieve the best performance for any organization. In this 

paper, a multi-objective multi-resources (MOMR) mathematical model is proposed to handle the multi-project 

scheduling problem. In this model, the local objectives and the global objective of construction organizations are 

considered. Although the multi-project multi-resource scheduling (MPMRS) problem is one of the important issues 

that is increasingly considered by researchers, most of the reported projects scheduling approaches are applicable by 

the scheduling of multi-project as a single project. This due to a MPMRS problem is more difficult than a single 

project in case of multi-resource scheduling. Consequently, the MOMR model in terms of improved solutions to 

generate the best resource scheduling in the multi-project environment is needed. The modified genetic approach 

(MGA) is adopted to solve the proposed model. Finally, the experimental results showed that the total penalty cost of 

projects and customers' satisfaction are improved by using the proposed approach compared with the previous 

approaches. 

Keywords: Multi-project scheduling, Multi-resource, Multi-objective, Genetic approach, Construction engineering, 

Penalty cost. 

 

 

1. Introduction 

The MPMRS problem is one of the challenges in 

most applications. In the multi-project environment, 

each project includes a set of activities. Each 

activity has a demand for different resources. These 

resources can be shared between a multi-project. 

Also, the due date and the penalty cost are varying 

from project to another project. The MPMRS 

problem is marked by the large size of the solution 

space and the nonlinear relationships among the 

objective functions. Consequently, meta-heuristic 

approaches are very suitable for this case [1]. In 

particular, the genetic algorithms used in such 

problems have yielded good results in this context. 

Most researches solved the multi-project resource 

scheduling problem as a single super project [2]. 

This super project includes all single projects. Also, 

most researches relied on the total make-span 

(TMS) of a super project with ignoring a set of 

individuals make-span [3, 4]. This methodology 

ignored important facts, in most cases of multi-

project scheduling problems; the relationship 

between the make-span function of the super project 

and the penalty cost function of the supper project is 

a linear relationship because the penalty cost/unit 

varies from one project to another project. Also, the 

target time of the project varies from project to 

another project. In contrast, in a single project 

scheduling case, the relationship between the make-

span function and the penalty cost function is a 

linear relationship because the penalty cost/unit is 

fixed in a single project scheduling case.  

In an attempt to improve the scheduling in the 

multi-project environment, the researchers relied on 

other objectives besides minimizing make-span such 

as minimizing an average project delay (APD) and 

minimizing a deviation for average project delay 
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(DPD) [5, 6]. Also, some researchers solved the 

MPMRS problem as a multi-objective includes the 

TMS objective and the APD objective [7].  

Many exact optimization approaches have been 

developed in the literature to solve the resource 

scheduling problem such as a branch and bound [8]. 

The execution time of any exact algorithm increases 

according to the number of activities [1]. 

Furthermore, the MPMRS problem is more complex 

when a variety of resources is considered. In this 

context, no feasible scheduling can be achieved by 

using the exact optimization algorithms [9]. So, to 

find feasible scheduling for all problems, many 

heuristic priority rules are proposed in this context.  

Most of the efficient heuristic priority-rules to 

achieve a feasible resource scheduling can be found 

in [10]. [9] presented a performance analysis of 

different heuristic rules for resource constraints 

scheduling in multi project environment. The 

heuristic approaches solve the resource scheduling 

problems in a reasonable amount of time, but these 

approaches cannot adapt dynamically to the 

constraints. So, the scheduling by these approaches 

cannot be guarantees optimum scheduling or good 

quality schedule.  

It is well known that MPMRS problem belongs 

to NP-hard optimization problems, many researchers 

showed that the intelligent approaches outperform 

the heuristic approaches for solving the NP-hard 

optimization problems. Thus, intelligent approaches 

are best approaches for solving the MPMRS 

problem [11]. 

 Intelligent approaches are recently proposed to 

improve the multi-project and single project 

scheduling. The intelligent approaches use to 

generate near optimal resource scheduling. An 

intelligent approach of resource scheduling 

problems uses to generate the activities order list 

which, can produce better than solutions based on an 

experience gained in the previous generation. 

Various intelligent optimization search approaches 

were adopted in this context. such as the particle 

swarm optimization (PSO), a tabu search (TS), a 

simulated annealing (SA) [12-14], and a genetic 

approach (GA) [15, 16]. 

 The genetic approach is one of the most well-

known intelligent approaches that are widely used in 

a single objective optimization scheduling and a 

multi-objective optimization scheduling. Since 2012, 

the genetic approach developed to deal with a multi-

objective scheduling problem. 

[17] developed strength Pareto evolutionary 

approach-II (SPEA-II) to solve the resource 

constraints of the project scheduling problem whose 

objective functions are to minimize the resource cost 

and the total project duration.  [18] modified the 

niched Pareto genetic algorithm (NPGA) for an 

optimal construction project scheduling in terms of 

three objectives, minimization of construction time, 

cost, and resource fluctuation. [19] developed the 

non-dominated sorting genetic algorithm II (NSGA 

II) for the time/cost trade-offs project scheduling 

problem. [20] developed two metaheuristic 

approaches to solve the resources constrained 

scheduling (RCPS) problem, the non-dominated 

sorting genetic algorithm II (NSGA-II) and the 

multi-objective simulated annealing (MOSA) 

algorithm to maximize the net present value and 

minimize the completion time concurrently. NSGA-

II approach is shown to outperforms developed 

strength Pareto evolutionary approach (SPEA) in 

certain test problems. In an attempt to eliminate the 

potential weaknesses of evolutionary multi-objective 

optimization (EMO) approaches, the SPEA-II 

approach is developed. In the proposed approach, 

we base the strength of Pareto in the phase of 

population sorting according to the SPEA-II 

approach with different crossover and mutation. 

The proposed model includes a set of objective 

functions. We assign objective function for every 

customer to minimize the time of its project. Also, a 

single function is assigned to minimize the total 

penalty cost of all projects. In the previous models, 

the set of objectives of all customer are collected in 

a single objective in an attempt to simplify the 

problem and total penalty cost is ignored like the 

single project resource scheduling models. The 

relationship between the time and the penalty cost in 

a single project resource scheduling case is a linear 

relationship, but the relationship between the time 

and the penalty cost in MPMRS case is a non-linear 

relationship. So, we take into consideration this 

objective in the proposed model. Furthermore, the 

complexity of this problem is increased when the 

number of objectives is increased. So, we proposed 

an efficient intelligent approach to solve this 

problem. 

This paper is organized as follows: Section 2 

introduces the problem description. The problem 

formulation is introduced in section 3.  In section 4 

the details of the proposed approach are described. 

The experiment and results are discussed in section 

5. Finally, conclusion and future work are presented 

in section 6. 

2. Problem description 

The MPMRS is a general case from the single 

project resource scheduling. In the case of the single 

project scheduling, each decision maker has a local 



Received:  February 9, 2020                                                                                                                                              191 

International Journal of Intelligent Engineering and Systems, Vol.13, No.3, 2020           DOI: 10.22266/ijies2020.0630.18 

 

objective to minimize the cost of his project. There 

is no conflict between the time and the cost. So, the 

decision maker depends on minimizing make-span 

as a means of minimizing the project cost in this 

case. While in the MPMRS case, the make-span for 

all projects cannot be minimized simultaneously 

with the cost. Therefore, additional criteria are 

added to compare alternative solutions in the multi 

project scheduling. Most researches, when 
converting the multi-project to a single project 

ignore the conflict between the time and the cost 

objectives of multi-project. The relationship 

between the total make-span and the total penalty 

cost is a nonlinear relationship in a multi-project. 

This is due to the difference in the penalty cost 

according to each project. So, the reduction of the 

total make-span or average project delay does not 

necessarily mean reducing the total penalty cost.  

In this section, we introduce an analysis of 

MPMRS problem to find the best scheduling to 

improve the performance of any company.  The 

main objective of any owner is maximizing the 

profit of the company. The profit of the company 

improves in two directions, reducing the penalty 

cost and increasing the sales of the company. 

According to the proposed analysis, any 

company includes a set of customers; each customer 

has a single project in the company. Every single 

project has two local objectives function minimizing 

the make-span of the project and minimizing the 

penalty cost of the project.   

The minimizing of the individuals' make-span of 

projects tends to satisfy the customer. The 

satisfaction of the customer improves the 

performance of company and achieves the increase 

in sales. The satisfaction of the customer means 

completes the project of this customer without any 

delay. So, the minimization of individuals' make-

span has an indirect effect on the success of the 

company. On the other hand, the minimization of 

the total penalty cost of all projects has a direct 

effect on the performance of the company. Fig. 1 

illustrates the relationships of the proposed MOMR 

model for the MPMRS problem. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 1 The relationship between the objectives of the proposed MOMR model 
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3. Problem formulation 

In this section, the MOMR model for the 

MPMRS problem to achieve a set of objectives is 

proposed. A set of the objectives represents the 

minimization of make-span for every project (i.e. 

the benefit of the customers) and the minimization 

for a total penalty cost of all projects (i.e. the benefit 

of the owners). The MOMR model of the MPMRS 

has two types of objective functions the local 

objective function and the global objective function 

can be formulated as follows:  

Each project has a local objective function to 

minimize the make-span of this project. The make-

span for every project is expressed by Eq. (1). 

 

 𝑀𝑖𝑛 𝑀𝑆𝑖 = 𝑚𝑎𝑥𝑗=1
𝑛𝑖 { 𝑓𝑡𝑖𝑗} − 𝐴𝐷𝑖              (1)           

 

Where 𝑖 ∈ (1, 2, … . , 𝑁), 𝑁 represents the number of 

projects. Each 𝑖𝑡ℎ project includes set of 𝑛𝑖 activities,  

𝑀𝑆𝑖 is make-span of  the 𝑖𝑡ℎproject, 𝑓𝑡𝑖𝑗  represents 

the finishing time for 𝑗𝑡ℎ  activity in 𝑖𝑡ℎ project, and  

𝐴𝐷𝑖 represents the arrival date of 𝑖𝑡ℎproject. There 

is only global objective function represents the total 

penalty cost for all projects as formulated in Eq. (2). 

 

𝑀𝑖𝑛 𝑇𝑃𝐶 = ∑ 𝑃𝐶𝑖                            𝑁
𝑖=1 (2) 

 

Where 𝑃𝐶𝑖  is the penalty cost for 𝑖𝑡ℎ  project, the 

𝑃𝐶𝑖 is defined by Eq. (3) as follows: 

 

𝑃𝐶𝑖 = {
0                        𝐼𝐹 𝑀𝑎𝑥𝑗=1

𝑛𝑖 {𝑓𝑡𝑖𝑗} ≤ 𝑡𝑖

(𝑡𝑖 − 𝑀𝑎𝑥𝑗=1
𝑛𝑖 {𝑓𝑡𝑖𝑗}) 𝑝𝑖  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

      (3) 

 

Where 𝑡𝑖is the target time of the 𝑖𝑡ℎ project, 𝑝𝑖 is the 

penalty cost of one unit delay for  𝑖𝑡ℎ project. The 

proposed MOMR model includes four main sets of 

constraints. A set of constraints for MPMRS 

problem are known as precedence constraints set, a 

set of local resource constraints, a set of global 

resource constraints, and a set of arrival date 

constraints. Eq. (4) shows the precedence constraints 

between the activities for every project. Eq. (5) and 

Eq. (7) show the local resource constraints and the 

global resource constraints respectively. 

 

𝑠𝑡𝑖𝑗 ≤ 𝑠𝑡𝑖𝑘 − 𝑑𝑖𝑗    , ∀𝑖 ∈ 𝑁; ∀ 𝑗 ∈ 𝑀𝑖𝑘          (4) 

 

Where 𝑀𝑖𝑘 presents a set of preceding activities of 

the 𝑘𝑡ℎ  activity in the  𝑖𝑡ℎ  project, and 𝑠𝑖𝑘  is the 

finish time of  𝑘𝑡ℎ activity of 𝑖𝑡ℎ project. 

∑ 𝑥𝑖𝑗𝑡𝑞𝐴𝑖𝑗𝑟𝑖𝑙
≤ 𝑟𝑖𝑙

𝑛𝑖

𝑗=1

 , ∀(𝑙 ∈ 𝑟𝑖), ∀(𝑖 ∈ 𝑁), ∀(𝑡 ∈ 𝑇)  

(5) 

 

Where   𝑟𝑖  represents a number of local resources 

types for the 𝑖𝑡ℎ   project, and 𝑟𝑖𝑙  presents the 

limitation of  𝑙𝑡ℎ  local resources in 𝑖𝑡ℎ  project,  

𝑞𝐴𝑖𝑗𝑟𝑖𝑙
  presents the demand of the 𝑗𝑡ℎ activity in the  

𝑖𝑡ℎ  project from the local resource 𝑙𝑡ℎ  type for the  

𝑖𝑡ℎ  project. 𝑥𝑖𝑗𝑡  describes the state of the  𝑗𝑡ℎ 

activity in 𝑖𝑡ℎ  project at time 𝑡 by Eq. (6) , and 𝑇 

denote by max {𝑀𝑆𝑖}. 

 

𝑥𝑖𝑗𝑡 = {
1,     if  𝑗𝑡ℎ activity of 𝑖𝑡ℎ project
in an execution phase at time t 
0 ,                                  Otherwise

.            (6) 

 

∑ ∑ 𝑥𝑖𝑗𝑡𝑞𝐴𝑖𝑗𝑅𝑔
≤ 𝑅𝑔

𝑛𝑖

𝑗=1

 

𝑁

𝑖=1

 , ∀(𝑔 ∈ 𝑅), ∀(𝑡 ∈ 𝑇)   

(7) 

 

Where 𝑔  is the number of global resources types, 

and 𝑅𝑔  represents the limitation of the  𝑔𝑡ℎ  global 

resources, and 𝑞𝐴𝑖𝑗𝑅𝑔
  presents the demand of the  

𝑗𝑡ℎ activity in the  𝑖𝑡ℎ project from global resource 

of  𝑔𝑡ℎ type. 

In the static project phase, the arrival dates of all 

project equal to zero, but the execution phase of the 

projects includes different arrival dates constraints 

as well as previous precedence and resource 

constraints. Eq. (8) shows the arrival date 

constraints for each project and Eq. (9) indicates the 

non-negative constraints as follows.   

 

𝑠𝑡𝑖𝑗 ≥ 𝐴𝐷𝑖, ∀(𝑗 ∈ 𝑛𝑖), ∀(𝑖 ∈ 𝑁)              (8) 

 

Eq. (8) means each  𝑗𝑡ℎ activity in 𝑖𝑡ℎ project does 

not begin after the arrival date of  𝑖𝑡ℎ project. 

 

𝑠𝑡𝑖𝑗 ≥ 0∀𝑖 ∈ 𝑁, 𝑗 ∈ 𝑛𝑖                       (9) 

 

Eq. (9) represents the non-negative constraints for 

all  𝑗𝑡ℎ activity in 𝑖𝑡ℎ project. 

4. Proposed approach 

 In this section, the modified genetic approach to 

generate the best scheduling of construction projects 

under a set of above constraints and the above 

objectives is developed. The genetic approach has 

received increased interest in projects scheduling 
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area due to an ability to provide acceptable solutions 

in a reasonable amount of time for solving large and 

complex scheduling problems. A multi-objective 

genetic algorithms (MOGAs) are adaptive 

intelligent search algorithms based on the 

evolutionary ideas of natural selection and genetics. 

In MOGA, the chromosome representation and the 

genetic operators play an important role, as it must 

be suitable to the problem.  

MOGA operates execute through a cycle of three 

phases. The first phase begins with an initial 

population of a randomly generated individuals. 

Each individual represents a feasible solution for the 

problem. These individuals are evaluated according 

to a set of time objective functions and a penalty 

cost objective function. In the second phase, the 

genetic operators are applied to improve these 

individuals. The genetic approach adopts three 

different genetic operators such as selection parents, 

crossover and mutation. Firstly, select a set of 

parents from the old population to construct a new 

population. Secondly, apply the crossover with a 

specified probability on the selected parents for 

generating new offspring. Finally, apply the 

mutation with a specified probability on the new 

offspring to make a non-inherit change. This cycle is 

repeated until stopping criteria are met. 

 The proposed approach multi-objective multi-

resource-modified genetic approach (MOMR-MGA) 

includes the same phases of MOGA and bases on 

the modified serial scheduling generation scheme 

(SSGS). [21] used SSGS to construct the feasible 

solutions in a single project case. The schematic 

diagram of the proposed approach is illustrated in 

Fig. 2. Also, the modified procedure of SSGS to 

construct and evaluate a feasible solution for any 

chromosome in the population as follows. 

 

Modified Procedure of SSGS  

0: Begin 

1: EK ← Sort Aij according to the value of current 

chromosome 

2: For K = 1 ∶  ∑ ni
N
i=1  

4: IF Aij  ∉ EK go to step 13 

5: Cheek the PCAij by Eq. (4); IF invalid Then 

update j, go to step 3. 
6: For  𝑙 = 1 ∶  ri 
7:  IF  qAijril

≥ qril

t   ;  Then  

update  j , go to step 3 

8: For   g = 1 ∶ R 
9: IF  qAijRg

≥  qRg
t  ; Then  

update  j , go to step 3 
10: stij  ← t,   delete Aij from  EK 

11: Update qril

t  ∀(l ∈ ri) 

12: qRg
t  ∀ (g ∈ R) 

13: END For 
14: IF (met stopping criteria); Then go to step 16  

15: Update  t, go to step 2. 

16: END  

 

In the following, we will discuss in more detail 

the different components of the proposed MOMR-

MGA approach. These components include the 

chromosome representation as well as parent 

selection, crossover and mutation operators. 

4.1 Chromosome representation 

in the proposed MOMR-MGA approach, the 

chromosomes are represented as depicted in Fig. 3.  

In this process, the chromosome consists of a set of 

genes. The value of each gene indicates the 

execution priority of the activity. The position of 

each gene represents by two dimensions.  The first 

dimension indicates the 𝑖𝑡ℎ  project. The second 

dimension indicates the 𝑗𝑡ℎ activity in project 𝑖𝑡ℎ . 

 

Figure. 2 Schematic diagram of the proposed MOMP-

MGA approach 

 

 

 

 

 

 

Figure. 3 Representation of chromosome 
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4.2 Parent selection 

In parent selection, a pool of individuals is 

constructed by the roulette wheel selection method 

based on the strength of dominators. also, elitism 

25% is used to increase the performance of the 

proposed approach. Because it does not miss the 

best solutions from the old population. 

4.3 Crossover operator 

Crossover is applied to parents’ chromosomes 

selected by roulette wheel selection with probability 

0.95.  the process is performed on the parents’ 

individuals by order-based crossover (OBX). Then, 

the new offspring are produced by exchanging the 

shaded sections between the parent chromosomes as 

showed in Fig. 4.  the OBX crossover operator is 

applied by a binary mask. The OBX converts a 

subset of genes from the first parent to offspring. 

this subset of genes equals to one in the random 

binary mask. The subset genes are copied in the 

same order into the offspring at the same positions 

of these genes. Then the empty positions in the 

offspring are filled by the genes from the second 

parent at these positions. The OBX crossover is 

described in Fig. 4. 

The OBX crossover has the ability to generate a 

huge number of the offspring for each pair of 

parents (e.g. The presented experiment in this paper 

includes 20 projects, each project includes 30 

 
Parent 1 

𝐴11 𝐴1𝑗  𝐴1𝑛1
 𝐴𝑖1 𝐴𝑖𝑗 𝐴𝑖𝑛𝑖

 𝐴𝑁1 𝐴𝑁𝑗 𝐴𝑁𝑛𝑁
 

1 2 3 4 5 6 7 8 9 

Parent 2 

𝐴11 𝐴1𝑗  𝐴1𝑛1
 𝐴𝑖1 𝐴𝑖𝑗 𝐴𝑖𝑛𝑖

 𝐴𝑁1 𝐴𝑁𝑗 𝐴𝑁𝑛𝑁
 

7 5 8 4 2 9 3 1 6 

Binary Crossover 

𝐴11 𝐴1𝑗  𝐴1𝑛1
 𝐴𝑖1 𝐴𝑖𝑗 𝐴𝑖𝑛𝑖

 𝐴𝑁1 𝐴𝑁𝑗 𝐴𝑁𝑛𝑁
 

0 1 0 1 1 0 0 0 0 

Offspring 1 

𝐴11 𝐴1𝑗  𝐴1𝑛1
 𝐴𝑖1 𝐴𝑖𝑗 𝐴𝑖𝑛𝑖

 𝐴𝑁1 𝐴𝑁𝑗 𝐴𝑁𝑛𝑁
 

7 2 8 4 5 9 3 1 6 

Offspring 2 

𝐴11 𝐴1𝑗  𝐴1𝑛1
 𝐴𝑖1 𝐴𝑖𝑗 𝐴𝑖𝑛𝑖

 𝐴𝑁1 𝐴𝑁𝑗 𝐴𝑁𝑛𝑁
 

1 5 3 4 2 6 7 8 9 

Figure. 4 OBX crossover in MOMR-MGA approach 

 

Before mutation 

𝐴11 𝐴1𝑗  𝐴1𝑛1
 𝐴𝑖1 𝐴𝑖𝑗 𝐴𝑖𝑛𝑖

 𝐴𝑁1 𝐴𝑁𝑗 𝐴𝑁𝑛𝑁
 

7 2 8 4 5 9 3 1 6 

After mutation 

𝐴11 𝐴1𝑗  𝐴1𝑛1
 𝐴𝑖1 𝐴𝑖𝑗 𝐴𝑖𝑛𝑖

 𝐴𝑁1 𝐴𝑁𝑗 𝐴𝑁𝑛𝑁
 

7 2 8 3 5 9 4 1 6 

Figure. 5 Mutation by swapping priority 

 
activities, and each activity is represented in the 

binary mask 0 or 1; this means that the number of 

available masks for each pair of parents = 2600 

masks for each of them has the ability to generate a 

different child for the same pair of parents). 

4.4 Mutation operator 

After the crossover process, the mutation 

operator is applied on the offspring with probability 

0.3 In this problem, swapping is very suitable to 

perform mutation process. The swapped genes are 

randomly selected. Fig. 5 describes the mutation 

process by swapping priority. 

 

The notation of pseudocode and the pseudocode 

of the proposed MOMR-MGA approach is detailed 

as follows. 

Notation of pseudocode: 

𝑁:Number of projects 

𝑖: Project index, 𝑖 = (1, 2, … , 𝑁) 

𝐴𝐷𝑖: Arrival date of project 𝑖 

𝑀𝑆𝑖: Make-span of project 𝑖   𝑀𝑆𝑖 =  𝑀𝑎𝑥𝑗=1
𝑛𝑖 {𝑓𝑡𝑖𝑗} 

𝑝𝑖: Penalty cost/unit of project 𝑖 
𝑛𝑖: Number of activities 𝑗 of project 𝑖 
𝑗: Activity index of project 𝑖 ( 𝑗 = 1, 2, … . , 𝑛𝑖)  

𝑑𝑖𝑗: Duration of activity 𝑗 of project 𝑖. 

𝑃𝑀𝑖𝐾 Precedence matrix, represent the precedence 

of every activity 𝑘𝑡ℎ for every project 𝑖𝑡ℎ. 

𝑟𝑖: Number types of local resources 𝑙 of project 𝑖 
𝑙:  Index pointers to types of local resources, 𝑙 =
(1, 2, . . , 𝑟𝑖), 𝑖 ∈ 𝑁 

𝑟𝑖𝑙
: Fixed capacity of local resource 𝑙 of project 𝑖 

𝑞𝐴𝑖𝑗𝑅𝑔
: Demand from global resource type 𝑔 to start 

work in activity 𝑗 of project 𝑖 
𝑞𝐴𝑖𝑗𝑟𝑖𝑙

:Demand from local resource type 𝑙 for 

activity 𝑗 of project 𝑖. 
𝑅:  Number types of global resources 𝑔 

𝑔: Index pointers to type of global resources, 𝑔 =
(1, 2, … , 𝑅). 

𝑓𝑡𝑖𝑗: Finish time of activity 𝑗 of project 𝑖. 

𝑠𝑡𝑖𝑗: Start time of activity 𝑗 of project 𝑖. 
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𝑁𝐼: Number of iterations. 

𝑆𝐴: Size of population. 

𝐸𝑅: elitism rate. 

𝐶𝑅: Crossover rate. 

𝑀𝑅: Mutation rate. 

𝑃: Old population. 

�̅�: New population. 

Pseudocode of proposed MOMR-MGA 

Start  

Initiation: N, ADi, MSi, pi, ni, dij, PMik, ri, ril
,  

qAijril
, Rg, qAijRg

, NI, SP, SA, CR, MR, TPC 

Deceleration: stij, TPC, valid, P, SP̅̅ ̅, P̅   

1: stij ← 

Initial_scheduling( N, ni, PMik, dij, ADi) 

2: Valid ←  

Constraints(stij, ri, ril
, qAijril

, g, Rg, qAijRg
)  

3: IF (Valid = True) then go to step 17 
4: P ← Initial_population(N, ni, sp) 
5: 𝑙 ← 1 
6: While  (I ≤ NI) 

7: Construct _scheduling(P, sp, N, ni, dij, PMik, 

ri, ril
, qAijril

, g, Rg, qAijRg
) 

8: Fitness-p  ←   Fitness(ti, PCi, P) 
9:  p ← Non-dominated (P, SP) 
10: Strength-p ← strength (Fitness-p, SP) 

11: P ←Sort (strength-p) 
12: P̅ ← P 
13: P ← Elitism (P̅, ER) 
14: genetic _operators (P̅) 

15: I ← I + 1 

16: End While 

17: Print outputs 
Outputs: TPC, stij, MSi, pci   ∀(i ∈ N), (j ∈ ni) 

The details of the pseudocode of the proposed 

MOMR-MGA approach are expressed as follows: 

Step 1: Find initial scheduling based on only the 

precedence constraints. 

Step 2: Cheek the feasibility of the local and the 

global resource constraints by Eqs. (6) and (7) 

respectively; if all resource constraints are valid in 

this case the initial scheduling is an optimal solution 

then go to step 12. 

Step 3: Generate the initial population of MOMR-

MGA. 

Step 4: Construct the feasible scheduling for every 

chromosome in the current population by SSGS.  

Step 5: Evaluate the fitness of a set of the local 

objective functions (1) and the fitness of the global 

objective function (2) respectively.  

Step 6: Cheek the non-dominated solutions for the 

current population. 

Step 7: Sort the non-dominated solutions based on 

the strength.  

Step 8: Check the number of iterations; if valid go to 

step 12. 

Step 9: Select the parents by the roulette wheel 

selection method based on the strength of dominator 

solutions 

Step 10: Apply the order-based crossover and the 

swapping priority mutation. 

Step 11: Go to step 4 

Step 12: Print the outputs 

5. Experiment and results 

In this section, the experimentation designed to 

verify the performance of the proposed MOMR-

MGA approach for the MPMRS problem is 

introduced. In this experiment, the presented 

MOMR model is verified against three of the state-

of-the-art models such as TMS, APD, and DPD 

models. This benchmark problem called 30a20nr4 is 

available on MPSP library. This problem includes 

20 projects. Each project consists of 30 activities, 

only one local resource, and three global resources. 

The arrival dates for the 20 projects are 0, 3, 6, 12, 

14, 16, 16, 19, 22, 23, 29, 32, 33, 37, 39, 40, 45, 46, 

50, 55 respectively. The penalty costs of projects are 

1, 22, 17, 5, 26, 4, 9, 9, 5, 25, 6, 6, 13, 2, 11, 18, 4, 

10, 27, 19 respectively. The due dates of projects are 

60, 57, 68, 44, 65, 26, 53, 42, 76, 43, 42, 64, 59, 51, 

54, 60, 48, 60 respectively.  

Table 1, includes the project's make-span for the 

20 projects by the proposed MOMR-MGA approach. 

Also, the delay time and the penalty cost for every 

project are illustrated in Tables 2 and 3. The number 

of satisfied customers (NSC), the total penalty cost 

(TPC), and the value of utility for every non-

dominated solution for the problem by the presented 

MOMR-MGA approach are illustrated in Table 4. 

Notation of tables: 

M: Make-span 

D: Project delay 

C: Delay cost 

S: Solution number 

P: priority 

U: Utility 
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Table 5. Make-span, project delay, and penalty cost of projects for TMS, APD, and DPD models 

 TMS APD DPD 

Make-

span 

Project 

delay 

Penalty 

cost 

Make-

span 

Project 

delay 

Penalty 

cost 

Make-

span 

Project 

delay 

Penalty 

cost 

Project 1 172 112 112 141 81 81 186 126 126 

Project 2 180 123 2706 174 117 2574 188 131 2882 

Project 3 176 108 1836 202 134 2278 181 113 1921 

Project 4 166 122 610 130 86 430 176 135 675 

Project 5 186 103 2678 196 131 3406 178 113 2938 

Project 6 77 15 60 32 6 24 135 109 436 

Project 7 73 20 180 61 8 72 162 109 981 

Project 8 113 71 639 45 3 27 153 111 999 

Project 9 111 35 175 76 0 0 164 88 440 

Project 10 143 100 2500 48 5 125 167 124 3100 

Project 11 106 64 384 45 3 18 144 102 612 

Project 12 145 39 234 69 5 30 220 76 456 

Project 13 110 51 663 83 24 312 159 100 1300 

Project 14 91 40 80 51 0 0 156 105 210 

Project 15 107 53 583 54 0 0 128 74 814 

Project 16 72 12 216 78 18 324 153 93 1674 

Project 17 92 39 156 60 7 28 146 93 372 

Project 18 110 50 500 60 0 0 121 61 610 

Project 19 83 53 945 56 8 216 126 78 2106 

Project 20 112 52 988 66 6 114 123 63 1197 

NSC  0   4   0  

TPC   16245   10059   23849 

 

Table 6. Number of satisfied customers and total penalty 

cost by several approaches 

Models 
Best solution 

approach 

NSC, TPS according 

the best solution 

approach 

NSC TPS 

MOMR MOMR-MGA 5 9918 

TMS  PSGSMINSLK 0 16245 

APD  PEREZ/POZADA 4 10059 

DPD  GMAS/ES 0 23849 

 

The purpose of the MOMR-MGA approach is to 

minimize the make-span of projects that are 

requested by the customers of projects and minimize 

the total cost of all projects that are requested by the 

owners of the construction company. These 

objectives are conflicting because each customer has 

its own project and the penalty cost. Also, the due 

dates of projects are varied from project to another. 

Thus, the decision maker would like to find the best 

scheduling that balances the benefit of customers 

and owners. The best scheduling for MPMRS 

problem is selected by the balance utility function 

that tries to balance customers' benefit and owners' 

benefit. In this research, customer's satisfaction is 

defined as the number of customers whose projects 

are completed on the specified due date in the 

contract of the project without any delay. S3 is 

selected from the non-dominated solutions as a best 

solution for MOMR-MGA approach based on the 

balance utility function of the NSC and TPC. 

The MPMRS problem is formulated by three 

models TMS, APD, and DPD.  The benchmark 

30a20nr4 problem is solved according to these 

models by several approaches. The best scheduling 

for this problem for every model is 183, 32.1, and 

21.71 respectively. Also, the values of make-span 

and project delay for the 20 projects that is used to 

calculate the penalty cost of these projects are 

available by author [3, 5, 6] in MPSP library (http:// 

www.mpsplib.com, last check of address: 31 DES 

2019). The solutions of these authors are ranked in 

MPSP library as a best solution to solve the three 

existing models for this problem. The make-span, 

delay time, and the penalty cost of projects for TMS, 

APD, and DPD models are illustrated in Table 5. 

The performance of the presented MOMR-MGA 

approach is measured by two components. The 

number of satisfied customers and the value of the 

total penalty cost for all projects is compared with 

previous approach in Table 6. 

From the above results in Table 6 clear that the 

NSC by TMS and APD model = 0. These models do 

not guarantee the satisfaction for any customer; this 

means not any customer can be received your 

project at the determined time in the contract of 

project. Also, the proposed approach reduced the 

total penalty cost to 9918 compared with the 

previous approach 16245, 10059, 23849 
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respectively. Consequently, the best solution by the 

proposed MOMR-MGA approach is shown to 

outperform TMS, DPD, and APD approaches. (i.e. 

the best scheduling multi-project resource by the 

proposed MOMR-MGA approach achieves the best 

benefit for the customers and the owners together). 

When the problem of construction scheduling tends 

to more reality such as the presented experiment in 

this section (i.e. the company has a variety of 

projects, different resources, different penalty cost, 

and different arrival dates and due dates).   In this 

case, the presented approach achieves the best 

scheduling as an alternative than other approaches. 

6. Conclusion and future work 

The contributions of this paper are: formulate a 

novel multi-objective mathematical model for 

MPMRS problem of construction projects and 

propose an intelligent approach to solve this model. 

The proposed model takes into account when 

allocating the resources in construction projects the 
interests of the customers and the owners together. 

MPMRS problem is one of the most difficult 

decision-making problems and this problem 

becomes more difficult when the goals of the 

problem are increased. The presented MOMR-MGA 

approach has a set of advantages to deal with this 

problem. firstly, it overcomes the redundancy in the 

solutions by the OBX crossover that has the ability 

to explore a huge search space. Secondly, knowing 

that the MPMRS problem has a huge search space 

for this reason the proposed approach relied on the 

modified SSGS to construct and evaluate only the 

feasible solutions from the search space in order to 

accelerate the research and discover the non-

dominated solutions. Finally, the proposed MOMR-

MGA approach offers two distinct advantages over 

the previous approaches of solving the MPMRS 

problem: The ability to find the best scheduling for 

any important customer or project easily from the 

non-dominated solutions and it provides several 

alternatives for the customers' satisfaction and the 

total penalty cost. We have compared the proposed 

MOMR-MGA approach with existing approaches 

and observed the average 75 % and 32 % 

improvement in terms of NSC and TPC respectively. 

Future research could be developing other 

intelligent approaches to solve the presented MOMR 

model of MPMRS problem. Also, adopt the 

presented mathematical model to solve the multi-

mode resource scheduling problem in multi-project 

environment. 
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