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Abstract: The balance of the aquatic ecosystem is an influential factor in the world of aquaculture, especially in shrimp 

cultivation. The one that plays a role in that ecosystem is aquatic microorganisms such as vibrio, bacteria, and algae. 

Therefore, farmers need to know their number and ratio to maintain the shrimp growth. Thus, in this research, models 

that can estimate vibrio-bacteria ratio and number of algae are developed. These models are formed from aquaculture 

datasets which are modeled using machine learning algorithms named Gaussian process regressor (GPR) and gradient 

tree boosting (GTB). Other processing techniques like data pre-processing, feature decomposition, and optimization 

are also applied to improve model performance. Moreover, these models are also compared to other models which are 

modeled using another machine learning algorithm like support vector regression (SVR), Lasso, and kernel ridge 

regression (KRR), so that the best models can be determined. Based on k-fold cross-validation, the GPR model has 

the best performance in estimating the vibrio-bacteria ratio with mean absolute error (MAE) value of 0.02482 and 

explained variance score of 0.96515. Then, in the algae estimation, the best performance is achieved by the GTB model 

with MAE value of 6.55554 and explained variance score of 0.33001. 

Keywords: Aquaculture, Shrimp cultivation, Gaussian process regressor, Gradient tree boosting, Machine learning, 

Algorithm. 

 

 

1. Introduction 

Success in shrimp cultivation is not only 

influenced by feeding techniques or water quality 

supervision but also the biological factor and its 

proper treatment to protect the ecosystem that exists 

in the pond [1]. In aquatic ecosystems, there are 

various types of organisms and microorganisms that 

give influence one another [2]. This ecosystem needs 

to be balanced so that a large harvest can be achieved. 

However, the farmer often facing difficulties in 

estimating the microorganisms which are very crucial 

since it affects the shrimp growth [3]. Thus, this 

research is focusing on vibrio, algae, and bacteria that 

can be a shrimp food and support the shrimp growth 

but also can be a disease if excess [4]. By knowing 

the condition of microorganisms, it is expected that 

the farmer could give proper treatment to balance the 

ecosystem and prevent massive losses. 

Given these problems, an estimation model is 

needed to assist farmers in estimating the biomass in 

the pond. In [5], an unmanned aerial vehicle (UAV) 

is used to take a picture and an image processing 

algorithm is used to estimate total biomass by using a 

certain method called green algae attached to 

nursery-net (GAAN) and green algae attached to rope 

(GAAR). Similar work in [6] is also using UAV and 

process the obtained image using the normalized 

green-red difference index (NGRDI). Another 

image-based approach also conducted in [7, 8]. 

However, using an image to make a prediction often 

facing the problem of uneven illumination. Thus, we 

used a machine learning approach to create a 

knowledge model to make a prediction. This 

technique does not require an image but it needs a set 

of microorganism data from a statistical yearbook. 

This model works by processing the input data in the 

form of easily recognizable microorganism levels 
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such as green vibrio, yellow vibrio, diatoms, 

dinoflagellate, protozoa, green algae, and blue-green 

algae. The model itself is obtained by applying a 

machine learning algorithm to model an aquaculture 

dataset. Machine learning has been widely used to 

create varying knowledge model in many fields. In 

[9], K-Nearest Neighbour (KNN) classifier is used to 

predict a shrimp pond condition based on several 

water parameters. Then, another work is done in [10] 

by applying SVR to create a model to measure the 

feasibility of asphalt concrete. The use of SVR is also 

carried out by [11] for facial expression recognition. 

In that study, the SVR model is compared with the 

model of relevance vector regression (RVR) in terms 

of performance during the testing process. 

Furthermore, a neural network (NN) is used to 

estimate the number of end-of-life vehicles in China 

[12]. Machine learning can also be used for 

classification problems. In [13], deep learning is used 

to classify the condition of preeclampsia during the 

pregnancy process. Another machine learning 

application in the medical field is also carried out by 

[14] where fuzzy logic and decision tree are used for 

decision making. 

In this research, the GPR algorithm is used to 

create VB ratio estimation model and GTB algorithm 

to make an algae estimation model. Both algorithms 

have several parameters to be tuned to give a higher 

performance in modeling the data. Thus, an 

optimization algorithm called grid search is applied 

to find the best parameters. In addition, several data 

pre-processing techniques such as impute missing 

value, min-max normalization, and feature 

decomposition using principal component analysis 

(PCA) are also used in the modeling process. Finally, 

the GPR and GTB models are also compared with 

other models formed by another algorithm like SVR, 

Lasso, and KRR. With varying schemes of 

processing, it is expected to form models that have 

good performance in estimating the microorganism. 

The rest of this paper is organized as follows. In 

Section 2, we describe our approach in detail from 

dataset information to model evaluation. In Section 3, 

we discussed the model’s performance in detail. 

Section 4 concludes this paper. 

2. Methods 

This study aims to form a model for VB ratio and 

total algae using GPR and GTB. In this chapter, we 

explain each processing step in detail, starting from 

dataset information until knowledge modeling. Then, 

a comparative test to measure the model performance 

for each algorithm is performed. 

 

Table 1. Dataset information 

Specification VB Ratio 
Algae 

Estimation 

Task Regression Regression 

Number of 

attributes 

4 input and 1 

output 

5 input and 1 

output 

Number of 

samples 
262 188 

Data types Numerical Numerical 

Missing values Yes Yes 

2.1 Dataset information 

There are 2 datasets used for making the model. 

The first dataset is used to make a model of VB ratio 

estimation using GPR algorithm. Then, the second 

dataset is used to make a model of algae estimation 

using GTB algorithm. Both datasets are acquired 

from several shrimp ponds in Bulukumba, South 

Sulawesi. The detailed information of these datasets 

can be seen in Table 1. 

Both datasets contain the condition of the pond 

which is represented by the amounts of algae and VB 

ratio. All input attributes (independent variables) are 

measured through laboratory tests. In the VB ratio 

dataset, there are 4 inputs namely green vibrio, 

yellow vibrio, total vibrio count (TVC) and total 

bacterial count (TBC). Whereas, in the algae 

estimation dataset there are 5 input attributes namely 

green algae, blue-green algae, diatoms, 

dinoflagellates, and protozoa. Both datasets have one 

output attribute (dependent variable). The detailed 

explanation of each attribute in these datasets can be 

seen in Table 2. 

2.2 Data preprocessing 

As mentioned before, these datasets contain 

several missing values. Missing values can be caused 

by measurement error or human error. If this is 

ignored, it can lead to failure in the modeling process 

[15]. In this research, a simple impute missing value 

technique called averaging as seen in Eq. (1) is used 

to fill the missing values. 

 

𝑑𝑚  =
∑ 𝑥𝑚𝑘

𝐾
𝑘=1

𝐾𝑚
                          (1) 

 

Where 𝑑𝑚 is the average value, 𝑥𝑚𝑘 is the non-

missing value of sample k in the attribute m, 𝐾𝑚 is 

the total of non-missing value in the attribute m. A 

dataset can contain one or many attributes where each 

attribute has its own value that represents the nature 

where the sample is taken.  
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Table 2. Attributes information 

Attribute Description Units 

Green Vibrio Number of Green Vibrio / Vibrio Harveyi / pathogen Vibrio cfu/ml 

Yellow Vibrio Number of Yellow Vibrio / good bacteria cfu/ml 

TVC Total vibrio in the pond cfu/ml 

TBC Total bacteria in the pond cfu/ml 

VB Ratio Ratio of Vibrio and Bacteria - 

Green Algae Number of chlorophyta % 

Blue-Green Algae Number of cyanophyta / cyanobacteria % 

Diatom Number of plankton algae % 

Dinoflagellata Number of dinoflagellate / protista algae % 

Protozoa Number of protozoa % 

Total Algae Number of algae cell/ml 

 

Therefore, the range of each attribute is possible 

to be different. This can cause an inequality during 

the modeling process since the attributes with large 

range are more influential compared to attributes that 

have a small range. To overcome this problem, data 

normalization needs to be done so that each attribute 

has the same influence on the output attributes [16]. 

In this research, a feature scaling technique called 

min-max scaling is used to normalize the data where 

each attribute value is normalized to 0 to 1. The 

formula for min-max scaling can be seen in Eq. (2). 

 

𝑥′𝑚𝑘  =
𝑥𝑚𝑘 − min (𝑥𝑚)

max (𝑥𝑚) − min (𝑥𝑚)
              (2) 

 

Where 𝑥′𝑚𝑘  is the normalized value of 𝑥𝑚𝑘 , 

𝑥𝑚𝑘 is the sample k in attribute m, 𝑥𝑚 is all sample 

values in attribute m. Then, a feature decomposition 

algorithm called PCA is applied to extract more 

values in the dataset. This process is performed to 

make each value in each attribute more differentiate 

in representing the value in the output attribute. PCA 

is a technique that implements orthogonal 

transformation to change a set of sample observations 

into a set of values that are not linearly correlated or 

called principal components [17]. Mathematically, 

PCA as in Eq. (3) is defined by a set of p-dimensional 

vectors of coefficients 𝑤(𝑘) = (𝑤1, … 𝑤𝑝)(𝑘)  that 

map each row vector 𝑥(𝑖) of sample X to a new vector 

𝑡(𝑖) = (𝑡1, … 𝑡𝑙)(𝑖). 

 

𝑡𝑘(𝑖) =  𝑤(𝑘) 𝑥(𝑖)                     (3) 

𝑓𝑜𝑟 𝑖 = 1, … , 𝑛      𝑎𝑛𝑑  𝑘 = 1, … , 𝑙            
 

Where l is the number of principal components 

(usually less than p) and i is vector index in row 

vector 𝑥(𝑖)  of sample X. The number of principal 

components cannot exceed the number of attributes. 

In other words, the number of principal components 

(l) is in accordance with min (𝑚 − 1, 𝑙) where m is 

the number of observed attributes and l is the number 

of principal components. The number of principal 

components used in the VB ratio dataset is 2 and 4 

(PCA2 and PCA4) while in the algae dataset is 3 and 

5 (PCA3 and PCA5). The detailed schemes for each 

data pre-processing step before the modeling process 

can be seen in Fig. 1. 

 

Dataset

after impute missing 

value (see Eq. 1)

Modeling 
Process

(with ML algorithm, 
ours vs [21][22][23][24], 

optimized with grid 

search [20])

Normalization
(+)N

(see Eq. 2)

PCA [17]
With principal 
components

(4 and 5)

PCA [17]
With principal 
components

(2 and 3)

1

2

3

4

Preprocessing Schemes

 
Figure.1 Schemes of data preprocessing 
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In the first scheme, the dataset is directly modeled 

without any preprocessing. This scheme is called raw 

processing. In the second scheme, the dataset is 

processed by min-max scaling so that each data in the 

dataset has the same values range. In the third scheme, 

PCA is used to explore the dataset before modeling. 

The principal component used is 2 for the VB ratio 

dataset and 4 for the algae estimation, then the data is 

normalized again. Furthermore, the fourth scheme is 

the same as the third scheme, but with different 

number of principal components used, 4 for the VB 

ratio and 5 for algae estimation. 

2.3 Modeling 

The preprocessed datasets are then modeled using 

the machine learning algorithm. As explained in the 

previous subchapter, VB ratio dataset is modeled 

using GPR algorithm. GPR implements the Gaussian 

process in the regression process on the dataset. The 

algorithm predicts a value by measuring the closeness 

of some previous data. In other words, the GPR 

algorithm computes the weighted average of known 

values to form a knowledge model [18]. The GPR 

model can be written as in Eq. (4). 

 

Ź(𝑥0) =  ∑ 𝑤𝑘(𝑥0)

𝐾

𝑘=1

 𝑍(𝑥𝑘)               (4) 

 

Where Ź(𝑥0) is the estimator function for input 

x0, 𝑍(𝑥𝑘) is the interpretation value of 𝑥𝑘, 𝑥𝑘 is the 

set of attribute values of sample k, K is the number of 

samples, 𝑤𝑘 is set of weight for each 𝑥𝑘. Then, in the 

algae estimation dataset, the GTB algorithm is used 

to create the estimation model. In machine learning, 

GTB is a kind of ensemble learning that combines 

various prediction models of decision trees. This 

algorithm predicts an unknown value of y from the 

input x value by using the F(x) function [19]. Just like 

GPR, to form the F(x) function model, a dataset with 

pair input-output {(𝑥1, 𝑦1), … (𝑥𝑘, 𝑦𝑘)}  is required 

and the algorithm is calculating the specific loss 

function of 𝐿(𝑦, 𝐹(𝑥))  to evaluate the model. 

Mathematically, the GTB estimator can be 

formulated as in Eq. (5). 

 

𝐹(𝑥) =  ∑ γ𝑘ℎ𝑘(𝑥) +

𝐾

𝑘=1

 𝑐                 (5) 

 

Where 𝐹(𝑥) is the estimation model for set of 

input x, c is a bias, γ𝑘ℎ𝑘(𝑥)  is multiplication of 

learning rate and tree model, K is the number of 

samples. As seen in Eq. (4) and Eq. (5), both 

algorithms have several parameters that need to be 

tuned to produce a good estimation model. Therefore, 

an optimization algorithm called grid search is used 

to find the optimum GPR and GTB parameter that 

produce the best model performance. Grid search 

works by trying all the combination numbers in a 

certain range. Then, it selects the best combination 

based on the achieved highest performance [20]. 

In addition, this research also analyzed the 

comparison between our proposed combination 

which is the optimized GPR [18, 20] and GTB [19, 

20] with another model formed with other machine 

learning algorithms such as SVR [21], KRR [22], and 

Lasso [23]. Each algorithm is also tuned with grid 

search [20] on its parameters. The combination 

number used for optimization on each machine 

learning algorithm can be seen in Table 3. The kernel 

used by the SVR is radial basis function kernel (RBF) 

[24] so that there are 2 parameters that are optimized 

namely bias (c) and gamma (γ). 

2.4 Validation and performance measurement 

The most important process that needs to be 

done after the modeling process is testing the model 

and measure its performance. In the regression 

problem, a model is said to have a good performance 

if the model has a high explained variance (EV) score 

and low mean absolute error (MAE) [25]. To 

calculate these scores, a testing or validation 

mechanism called k-fold cross-validation is needed. 

This mechanism works by dividing the dataset into k 

parts and separated between parts for training and 

parts for testing [26]. In the first iteration, one part is 

used as a test data and the remaining parts are used as 

train data. The model is made from the processing of 

train data and being validated on the test data. Then, 

a pair of EV and MAE score is calculated. In the next 

iteration, one another part becomes the test data and 

the rest becomes the train data. This process is  

 
Table 3. Tuning range for grid search optimization 

Algorithm Parameters Tuning range 

GPR [18] Alpha (α) 
0.001, 0.002, 

…, 1 

GTB [19] 

Number of trees 

(t) 
1, 2, …, 100 

Learning rate (lr) 
0.005, 0.01, …, 

0.1 

KRR [22] Alpha (α) 
0.001, 0.002, 

…, 1 

SVR – RBF 

[21][24] 

Gamma (𝛾)  0.01, 0.02, …, 1 

Bias (c) 0.5, 1.0, …, 5 

Lasso [23] Alpha (α) 
0.001, 0.002, 

…, 1 
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Figure.2 K-fold cross-validation (K = 10) 

 

repeated until k iteration so that each part has been a 

train and test data. 

The k value used in this research is 10 so there 

will be 10 parts of data to assess how well the 

performance of the model formed with each 

algorithm. Illustration of k-fold cross-validation can 

be seen in Fig. 2 where the black box is the test data 

and the rest (white boxes) is the train data. 

As explained before, to justify how well the 

performance of a model, the EV and MAE score are 

calculated during the validation process. The 

mathematical formula to calculate these scores can be 

seen in Eq. (6) and Eq. (7) respectively. 

 

𝐸𝑉 =  1 − 
𝑉𝑎𝑟|𝑦 − 𝑦′|

𝑉𝑎𝑟|𝑦|
                 (6) 

 

𝑀𝐴𝐸 =
∑ |𝑦 − 𝑦′|𝐾

𝑘=1  

𝐾
                (7) 

 

Where 𝑦  is the actual value of the output 

attribute, 𝑦′  is the predicted value of the output 

attribute, 𝐾 is the total samples in the test data, and 

𝑉𝑎𝑟 means a varian function. Since k=10 in k-fold 

cross-validation, there will be 10 scores of EV and 

MAE for each model. Thus, to calculate the final 

score of the model performance, all scores are being 

averaged. All steps in the modeling process can be 

seen in Fig. 3. 

 

Data 
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Preprocessing
(Scheme 1 –   

Dataset

Cross Validation
[26]

Test 
Data

Train 
Data

Modeling
(with ML algorithm, ours vs 
[21][22][23][24], optimized 

with grid search [20])

Model
Performance
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(MAE and EV)

K = 10?

Calculate final 
measurement & 
take best model

YesNo

 
Figure.3 Modeling process 
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3. Results and discussion 

This chapter explains the results of VB ratio and 

algae estimation modeling using GPR and GTB 

compared with another machine learning algorithm. 

The parameters used to measure the performance of 

the model are EV and MAE. All of the preprocessing 

schemes are also compared and analyzed. Thus, the 

total number of models compared in this experiment 

is 20 for the VB ratio estimation and also 20 for the 

algae total estimation model. 

3.1 MAE comparison 

As explained earlier, a model is said to have good 

performance if it has a small MAE value. MAE 

shows the level of closeness of the predicted value 

with the true value. The smaller the MAE, the closer 

the predicted value to the real value. In accordance 

with Eq. (7), MAE calculates the absolute value of 

the difference between all predicted values and the 

actual values, then calculate its mean. Since this study 

performs 10-fold cross-validation, there are 10 MAE 

values calculated and the final MAE is calculated by 

averaging all MAE values obtained from the 

validation process. The results of the MAE 

comparison of the five algorithms along with 4 pre-

processing schemes for VB ratio and algae estimation 

can be seen in Fig. 4 and Fig. 5 respectively. In the 

VB ratio modeling, the best model is obtained by the 

GPR algorithm with the third data pre-processing 

scheme (PCA with 2 principal components and min-

max scaling), achieving the smallest MAE of 0.2482.

 

 
Figure.5 MAE comparison of algae estimation model 

 
Figure.4 MAE comparison of VB ratio model 
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The tuned parameter α given by the grid search 

for GPR optimization is 0.001. Whereas, in the algae 

estimation modeling, GTB achieved the smallest 

MAE of 6.55554 with the help of the second pre-

processing scheme (min-max scaling only). The 

optimized parameters for the number of trees and the 

learning rate of the GTB algorithm are 65 and 0.07 

respectively. As shown in Fig. 4 and Fig. 5, it can be 

concluded that the application of pre-processing just 

gives a significant influence on the SVR kernel RBF 

and GPR. 

3.2 Explained variance comparison 

Besides MAE, a model is said to be good if the 

variance between the predicted error values is small. 

This indicates that the model has consistency in 

estimating a value. If the MAE is analogous to 

accuracy, then the EV score is can be analogous to 

precision. From the Eq. (6), if the predicted error 

variant is smaller, then the subtractor becomes 

smaller and the EV score becomes higher. Thus, the 

higher EV score, the better the model. The final EV 

score is obtained by averaging all EV scores during 

validation. The EV comparison of VB ratio and algae 

estimation models can be seen in Fig. 6 and Fig. 7 

respectively. 

In the VB ratio estimation model, the GPR 

algorithm succeeded in obtaining the highest EV 

score of 0.96515 by applying third pre-processing 

scheme (PCA with 2 principal components and min-

max normalization).

 

 
Figure.6 EV comparison of VB ratio model 

 

 
Figure.7 EV comparison of algae estimation model 

0.07484

0.30379

0.86699 0.86749 0.90996

0.96485 0.93078
0.86716 0.87202 0.91104

0.96515 0.94781
0.86825 0.87202 0.91961

0.96396 0.94776 0.86848 0.87202
0.91712

0

0.2

0.4

0.6

0.8

1

1.2

GPR [18] SVR-RBF [21][24] KRR [22] Lasso [23] GTB [19]

Ex
p

la
in

ed
 V

ar
ia

n
ce

Algorithm (optimized with [20])

Raw (+)N (+)N & PCA2 (+)N & PCA4

0.25897

0.23687

0.15303 0.16027

0.32735
0.24592

0.18935 0.16323
0.16349

0.33001

0.2128

0.14604

0.10424 0.09779 0.09311

0.24914

0.13742

0.15675 0.16072

0.11918

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

GPR [18] SVR-RBF [21][24] KRR [22] Lasso [23] GTB [19]

Ex
p

la
in

ed
 V

ar
ia

n
ce

Algorithm (optimized with [20])
Raw (+)N (+)N & PCA3 (+)N & PCA5



Received:  October 18, 2019                                                                                                                                                 8 

International Journal of Intelligent Engineering and Systems, Vol.13, No.3, 2020           DOI: 10.22266/ijies2020.0630.01 

 

Table 4. All experimental results 

Algorithm and 

its (parameter) 

Preprocessing 

Scheme 

VB ratio Algae estimation 

Param. 

Tuning 
MAE EV 

Param. 

Tuning 
MAE EV 

GPR + Grid 

Search 

(α) 

1 0.669 0.22832 0.07484 0.001 13.63989 0.25897 

2 0.001 0.02499 0.96485 0.191 7.66203 0.24592 

3 0.001 0.02482 0.96515 0.077 7.86176 0.2128 

4 0.001 0.0252 0.96396 0.088 7.71667 0.24914 

SVR-RBF + Grid 

Search  

(c) and (γ) 

1 0.5 and 0.01 0.16841 0.30379 5 and 0.02 7.58734 0.23687 

2 1.5 and 0.8 0.04158 0.93078 5 and 0.94 7.67022 0.18935 

3 5 and 0.51 0.04171 0.94781 5 and 1 7.87056 0.14604 

4 5 and 0.51 0.04204 0.94776 5 and 1 7.96319 0.13742 

KRR + Grid 

Search 

(α) 

1 1 0.05274 0.86699 1 8.23662 0.15303 

2 0.001 0.05272 0.86716 0.086 8.18369 0.16323 

3 0.033 0.05256 0.86825 0.294 8.34379 0.10424 

4 0.049 0.05256 0.86848 0.119 8.22968 0.15675 

Lasso + Grid 

Search 

(α) 

1 0.001 0.05263 0.86749 0.256 8.1791 0.16027 

2 0.001 0.05172 0.87202 0.008 8.19515 0.16349 

3 0.001 0.05172 0.87202 0.025 8.33704 0.09779 

4 0.001 0.05172 0.87202 0.01 8.18603 0.16072 

GTB + Grid 

Search 

(t) and (lr) 

1 53 and 0.09 0.0413 0.90996 50 and 0.095 6.57653 0.32735 

2 55 and 0.09 0.04045 0.91104 65 and 0.07 6.55554 0.33001 

3 86 and 0.075 0.03719 0.91961 21 and 0.09 8.18163 0.09311 

4 78 and 0.095 0.03779 0.91712 15 and 0.1 8.13466 0.11918 

The results of the grid search optimization for 

the α parameter of the GPR algorithm are 0.001. 

Whereas, in the algae estimation model, the highest 

EV score of 0.33001 is achieved by the GTB 

algorithm with the second preprocessing scheme 

(min-max scaling only). As for the optimum number 

of trees and the learning rate tuning on GTB is 65 and 

0.07 respectively. If we compare the MAE graphs in 

Fig. 4 and Fig. 5 with the EV graphs in Fig. 6 and Fig. 

7, it can be concluded that the smaller the MAE, the 

higher the EV score. This is in accordance with the 

Eq. (6) and Eq. (7) about calculating MAE and EV 

score in the previous explanation. The results of all 

experiments conducted in this research can be seen in 

Table 4. If we compare the modeling results of the 

VB ratio and algae estimation, it can be seen that the 

difference in MAE and EV scores is quite far away 

where the VB ratio model is better than the algae 

estimation model. This can be due to the inconsistent 

characteristics of the algae estimation dataset where 

its input attributes are inconsistent in representing the 

values in the output attribute. This causes a machine 

learning algorithm having difficulty in making a 

prediction/estimation. 

4. Conclusion 

From section 3, it can be concluded that the best 

model for VB ratio and algae estimation is obtained 

by using GPR and GTB algorithm respectively 

combined with pre-processing and optimization 

algorithm. GPR achieved MAE of 0.02482 and EV 

score of 0.96515 with the help of third pre-processing 

scheme where PCA with 2 principal components and 

min-max normalization is applied. Then, GTB 

achieved MAE of 6.55554 and EV score of 0.33001 

when applying the second pre-processing scheme 

which is min-max scaling only. Concisely, the pre-

processing scheme only gives a significant difference 

to the GPR algorithm and RBF kernel SVR algorithm. 

The grid search optimization algorithm also plays an 

important role in optimum parameters tuning of the 

machine learning algorithm. From the experimental 

results, the optimum α for GPR is 0.001 while the 

number of trees and learning rate for GTB is 65 and 

0.07 respectively. In addition, data consistency also 

influences the modeling process. This is evidenced by 

the difference performance of the VB ratio model 

with algae estimation model. 

In the future works, another machine learning 

algorithm such as neural nets, bayesian, k-nearest 

neighbor and their parameter’s tuning can be studied.  
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