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Abstract – With the advancement in internet technology, 

everyone can able to utilize resources with low cost using cloud 

resources. There will be numerous requests for task scheduling to 

share resources in the cloud environment. When the task request 

is received by the cloud technology it should have the ability to 

distribute the workload among sharable resources in a balanced 

manner and effective utilization of resources. Machine learning 

and metaheuristic algorithms provide a dynamic part in balanced 

task assignments in the cloud paradigm. Existing unsupervised 

models-based load balancing, centroid selection is done randomly 

and imprecise job requests are not well handled by them. This 

paper aims to develop a clustering model-based task scheduling 

with the knowledge of behavioural inspired optimization 

algorithm in a highly balanced manner.  A robust Intuitionistic 

Fuzzy C-means empowered grasshopper optimization has been 

anticipated in this work, which utilizes the merits of the 

Intuitionistic fuzzy and Grass Hopper algorithm for prominent 

task scheduling among virtual servers in a cloud environment. 

The results proved that IFCM-GOA reduces the makespan, 

execution time and, high balance load scheduling with improved 

cloud resource utilization. 

Index Terms – Task Scheduling, Cloud Computing, Machine 

Learning, Intuitionistic Fuzzy C Means, Grasshopper 

Optimization. 

1. INTRODUCTION 

Cloud computing is the most emerging mechanism, providing 

a dynamic resource provisioning at higher levels of 

scalability. The cloud computing paradigm mainly focuses on 

the following key characteristics: providing self-service on-

demand, pooling of resources, access to wide area network, 

and restrained acidity [1]. The allocation of resources is the 

toughest task in cloud computing since there is a gap between 

the number of requests for the services and the limited 

number of available resources. Hence, an effective 

mechanism is essential to evenly allocate the available 

resources to the incoming requests. New methods have been 

proposed in resource allocation and provisioning, namely 

Roulette Wheel Selection (RWS) method, Priority-based 

Queue (PQ) scheduling, and Drip Irrigation based Resource 

Allocation (DRA) for improving the entire cloud service 

performance to cloud users. 

Cloud Computing is also known as a model of distributed 

computational over a huge number of shared pools with 

virtualized computing resources [2]. Cloud computing 

signifies a vision of giving different kinds of services to 

internet users. The cloud computing architecture can be 

divided into different parts such as the back end and front end 

[3]. The back end has a vast amount of network of data 

centers with countless various kinds of data storage systems, 

system programs and different applications [4]. The front-end 

signifies application, for example, web browsers, 

organizations and different kinds of cloud users. This process 

is symbolically believed that the Cloud Service Providers 

(CSPs) almost have infinite storage capacity and computation 

power. 

Depending on the need of customers, the resources are 

allocated and managed by the cloud service providers in an 

effective way [5]. The main activity of cloud resource 

management is task allocation and execution submitted by 

client users. There are two main processes in the cloud they 

are resource providing and arrangement.  

The provisioning task is a method of discovering suitable 

resources for a given task purely depends on the quality of the 

service, needed by cloud clients. The resource scheduling 

process is related to mapping and execution of client job 

requests in cloud depending on the resources chosen for 

resource provision. 

Load balancing aims to highly satisfy the cloud users by 

reducing the response time of tasks and optimized utilization 
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of resources. The standard existing models work well for the 

homogenous type of virtual machines and don’t consider the 

resource demands and lead to additional overhead when they 

scan the entire list of virtual machines. The clustering-based 

load balancing tackles well the heterogeneous environment, it 

meets the demand of resource and decreases the overhead of 

the screening process, as the virtual machines are clustered 

based on their abilities  

The main objective of this paper is to perform optimized load 

balancing in the cloud environment, by precisely handling the 

heterogeneous type of Virtual machines and to satisfy the 

cloud users with quality-based services. The optimization is 

achieved by clustering both incoming requests and available 

virtual machines resources are clustered based on their 

resource availability. This research work contributes a 

metaheuristic-based clustering model even in a situation of 

impreciseness in assigning the incoming task request. The 

intuitionistic fuzzy clustering determines the similar task 

request and the available resources by representing them with 

the grad of membership, non-membership and indeterminacy. 

The cluster centroids are selected based on the grasshopper 

optimization instead of random selection, this also improves 

the load-balancing process in the cloud environment more 

effectively. 

In Section 2 discusses related work, section 3 explains in 

detail about the proposed methodology of the load balancing 

in the cloud environment, section 4 deals with the results and 

discussion of the proposed work compared to the existing 

models of load balancing and finally, the paper concludes the 

finding of this work. 

2. RELATED WORK 

Pradeep and Jacob [6] reported a comparison analysis of the 

quality of service-based scheduling scheme with different 

types of task scheduling schemes with their advantages and 

advantages. The optimal Time algorithm is developed by Raju 

et al [7] which aims to increase productivity in task 

performance. It uses the concept of map-reduce based task 

scheduling scheme to diminish workloads makespan. 

Ge et al [8] established a task scheduling scheme using a 

genetic algorithm in a cloud environment. They used the 

whole tasks in the job queue and resource assignment is done 

by considering the reduction of makespan to accomplish 

balanced scheduling among virtual machines.  

Jang et al [9] devised a genetic algorithm for task scheduling 

which focuses on the merits of QoS and the cost benefits to 

providers in cloud computing  

Qiang Guo et al [10] developed ACO for scheduling the task 

in a cloud environment. The algorithm utilized the parameters 

such as pheromone collection and updating of the fitness 

function to discover the best scheduling scheme. Their work 

aims to produce better makespan, less the cost and maintain a 

balanced load in the cloud environment.  

Zuo et al[11] anticipated a scheduling scheme using ACO 

model. They used the budget constraint to analyze the 

previous feedback on the quality of service. This 

characteristic avoids the pitfall of the local optima problem in 

ACO and then from the negative feedback.  

Hongbo Liu et al [12] devised a particle swarm intelligence-

oriented scheduling job. The performance of PSO is 

compared with simulated annealing and genetic algorithm 

Srinivasa and Raveendran [13] designed an evolutionary 

algorithm-based resource scheduling using the genetic 

algorithm they proved that the performance of this model 

greatly suits than the batch queuing heuristic with the control 

parameters such as mutation and crossover rate that influence 

the impact of the effective solution.  

Juan et al [14] designed a swarm intelligence-based task 

scheduling scheme to overwhelm issues of cloud network 

using a cost vector approach. It evaluates scheduling 

structures through cost and developed the model on input 

tasks and their needed QoS constraints. Though it is effective 

it leads to more complexity.  

Krishnasamy [15] introduced a hybrid PSO based job 

scheduling algorithm whose aim is to reduce the average 

operation time with limited resource utilization.  

Alkayal et al[16] in their work also used PSO with a multi-

objective task assignment with ranking strategy. The requests 

are allocated to the virtual machine depending on the rank. Its 

performance resulted in less waiting time and system 

performance is high.  

Rao et al [17] devised a Teaching-Learning Optimization 

algorithm which works under two phases with the phenomena 

of teaching-learning environment the resources are scheduled 

to produce a better result. 

Dipesh et al [18] developed a clustering-based load balancing 

in the distributed environment of cloud computing to provide 

effective service delivery. This is a two-phase load balancing 

approach in the first phase involves in the cluster the 

distributed cloud data centers and the second client clustering 

assignment is performed to distribute the user's request 

uniformly.  

Amer et al [19] introduced a dominant sequence clustering for 

task scheduling with weighted least connection to perform 

load balancing. The task of users are clustering with dominant 

sequence clustering and each task are ranking using Modified 

Heterogeneous Earliest Finish and virtual machines are 

clustered using means shift clustering to achieve better 

results.  
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Malinen et al[20] in their work a balanced clustering k-means 

algorithm is used for assigning the task to the resources and 

they used the Hungarian algorithm it optimizes the mean 

square error for the given cluster size and they are maintained 

equally.  

Geetha et al [21] performed a clustered based load balancing 

using fuzzy C means clustering which performs a reduced 

scanning process. The overhead involved in scanning the list 

of available virtual machines are clustered based on their 

abilities and the concern resource demands are highly 

satisfied. 

3. PROBLEM STATEMENT 

The existing models discuss so for works well for the 

homogenous type of virtual machines and don’t consider the 

resource demands thus it leads to additional overhead when 

they scan the entire list of virtual machines while each request 

of tasks and it results in an imbalance load schedule. The 

proposed model utilizes the concept of clustering-based load 

balancing tackles well the heterogeneous environment, it 

meets the demand of resource and decreases the overhead of 

the screening process, as the virtual machines are clustered 

based on their abilities. 

4. Resource Scheduling With Optimized Load Balancing 

Using Grasshopper Behavior Based Intuitionistic Fuzzy 

Clustering 

This proposed work handles voluminous request of services 

are received by the cloud servers, depending on the type of 

resource requirements is analyzed and based on their 

consumption, they are grouped using an empowered 

unsupervised learning model. An enormous amount of job 

request arises as cloudlets to use the resources in the cloud. 

The cloud resources have to be distributed evenly among the 

cloudlets with a short period of time. Scheduling tasks 

effectively in a cloud environment is achieved by many 

optimized techniques. This proposed model constructs a 

behavioural inspired clustering model for achieving optimized 

task scheduling with effective resource utilization of clouds. A 

robust Intuitionistic Fuzzy C-means with grasshopper 

optimization was introduced in this research work, which 

utilizes the merits of the Intuitionistic fuzzy and Grass Hopper 

algorithm by integrating them to achieve a better quality of 

service in cloud computing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Overall Architecture of Grasshopper Behavior Empowered Intuitionistic Fuzzy Clustering in Cloud Paradigm 
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In Figure 1, the incoming task scheduling request is clustered 

based on their need in storage, a resource to be involved and 

utilized and the bandwidth required for accomplishing tasks 

are computed. Likewise, the available virtual machines in a 

cloud environment are clustered based on their configuration 

and their availability of resources they are also clustered. The 

clustering is done by intuitionistic fuzzy C-Means where the 

parameters involved in clustering are represented in the 

intuitionistic fuzzy representation in terms of membership, 

non-membership and the hesitation degree.   

The virtual machine or tasks has to be clustered by assigning 

some of them as centroids, to perform this grasshopper 

optimization performs the optimized centroid selection so that 

the clustering of similar virtual machines and the tasks are 

done effectively in the cloud environment. The load 

assignment among the virtual machines is evenly distributed 

using this strategy. 

4.1. Preamble of Intuitionistic Fuzzy Clustering 

The generalization of fuzzy theory is Intuitionistic Fuzzy 

theory which is developed by Atanassov [22]. In Fuzzy theory 

a set E is defined in terms of degree of membership μE(x) 

whose value ranges between [0,1]. The Intuitionistic fuzzy 

represents the set E in terms of two different degrees they are 

membership μE(x) and non-membership νE(x), which are 

independent to each other.  The value of μE(x) and νE(x) lies 

between [0,1] with the constraint in equation 1 as, 

μE(x) + νE(x) ≤ 1  (1) 

Introducing grade of hesitation πin intuitionistic fuzzy 

significantly overcomes the issue of vagueness and 

impreciseness in determining the optimal resources for the 

incoming job requests in cloud environment more positively. 

Each incoming request parameters are measured in terms of μ 

(membership), ν (non-membership) and the π (hesitation). The 

value of ν and π is obtained with the help ofμ. The non-

membership of intuitionistic fuzzy [23] is calculated in 

equation 2 and as shown below, 

𝜗𝐵(𝑦) =
1−𝜇𝐵(𝑦)

1+𝛽.𝜇𝐵(𝑦)
, 𝛽 > 0     (2) 

Hesitation degree of intuitionistic fuzzy is articulated 

mentioned in equation 3 as follows, 

πB(y) = 1 − μB(y) −
1−μB(y)

1+β.μB(y)
|yϵY     (3) 

The hesitation degree plays a vital role in handling 

impreciseness in task scheduling for optimized assigned of 

virtual machines in cloud environment. 

IFCM membership value is computed as shown in the below 

equation 4, 

𝜇𝐵
∗(𝑦) = 𝜇𝐵(𝑦) + 𝜋𝐵(𝑦)       (4) 

To determine the objective function for the clustering process 

both the membership and hesitation degree are involved in 

determining the best centroids.  

Intuitionistic fuzzy c-means objective function is signified in 

equation 5 and stated as, 

𝑂𝐵𝐽(𝐼𝐹𝑈, 𝑐𝑡1, … , 𝑐𝑡𝑚) = ∑ 𝑂𝐵𝐽𝑠
𝑚
𝑠−1 =

∑ ∑ (𝐼𝐹𝑈𝑠𝑗
∗ )

𝑒
𝑑𝑠𝑡(𝑦𝑗 , 𝑐𝑡𝑠)

2𝑛
𝑗=1

𝑚
𝑠−1     (5) 

4.2. Procedure for Intuitionistic Fuzzy C-Means Clustering 

Input: Task Request TR = {tr1, tr2, tr3, …, trn} 

Output: Clustering similar Tasks  

Begin 

1. Assign cnas number of clusters  

2. Set e >1  //degree of intuitionistic fuzziness 

3. Set 𝛽 > 0 //Intuitionistic fuzzy Negation parameter  

4. Initialize Intuitionistic fuzzy Matrix 

5. 𝑈∗(1) = {𝜇𝑖𝑗
(1)}

𝑐𝑛×𝑀
∀𝑖 ∈ {1,2, … , 𝑐𝑛}& ∀𝑗 ∈

 {1,2, … , 𝑀} 

6. Set 𝐿 ← 1   

7. Update the cluster centers 𝜗𝑖
𝐼𝐹𝑆(𝐿)

=

〈𝜇𝜗(𝑦𝑗)
(𝑙)

, ν𝜗(𝑦𝑗)
(𝑙)

, 𝜋𝜗(𝑦𝑗)
(𝑙)

〉 

8. Compute‖𝑌𝑗
𝐼𝐹𝑆 − 𝜗𝑖

𝐼𝐹𝑆‖ 

9. Update Intuitionistic fuzzy partition matrix𝑈(𝑙+1) =

{𝜇𝑖𝑗
(𝑙+1)

, ν𝑖𝑗
(𝑙+1), 𝜋𝑖𝑗

(𝑙+1)}
𝑐𝑛×𝑀

 

10. 𝑖𝑓 ‖𝑈∗(𝑙+1) − 𝑈∗(𝑙)‖ <∈ then    𝜗 = {𝜗𝑖
𝐼𝐹𝑆}𝑐𝑛×𝑀𝑈∗ =

{𝜇𝑖𝑗 , ν𝑖𝑗 , 𝜋𝑖𝑗}
𝑐𝑛×𝑀

 

11. else Compute 𝑙 ← 𝑙 + 1 go to step 13 

12. Go to step 7 

13. Stop the process 

Algorithm 1 Intuitionistic Fuzzy C-Means Clustering 

As presented in Algorithm 1, the number of task is assigned 

and checks the degree of intuitionistic fuzziness e>1 and 

negation parameter 𝛽 > 0. Based on the values, initialize 

fuzzy matrix and update the cluster centers 𝜗𝑖
𝐼𝐹𝑆(𝐿)

. Each time 

the fuzzy partition matrixes are updated (𝑈(𝑙+1)) and arrange 

the similar tasks. 

4.3. About Grasshopper Optimization Algorithm 

Grasshoppers are treated as hassle insects damage the crops in 

the agriculture field is known as pests. These insects may lead 
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their life separately, but many times they form big swarms. 

For the farmers, it is a nightmare when the size of the swarm 

is too big. As adulthood and nymph, they have unique 

features of swarm behaviour. Nymph as a large population it 

moves like a rolling cylinder [24]. 

 

Figure 2 Overview of Grasshopper Behaviour Optimization 

They eat most of the vegetation along their path during 

movement. To migrate along with distance, they frame 

swarm in the air [24]. During the larva phase, the swarm will 

move very slowly which is the noticeable characteristic of a 

grasshopper at this stage. But in adulthood their movement is 

abrupt. While they are in search of food, a swarm will be 

formed. From Figure 2, the behaviour is adapted in this paper 

to discover potential centroid to frame clusters for optimized 

resource scheduling in clouds. The artificial grasshopper 

optimization is comprised of a mathematical model of its 

food searching behaviour as depicted in the following 

algorithm. 

To perform Intuitionistic Fuzzy C means clustering the initial 

centroids has to be selected, this work uses grasshopper 

optimization. The grasshopper model selects the best 

centroids by applying their food searching strategy with the 

help of the obtained fitness value of each virtual machine for 

the concerned task to be scheduled. The most appropriate 

virtual machine is selected by the grasshopper which has the 

highest fitness value and it is assigned to the task. 

4.4. Algorithm for Grasshopper Optimization 

1. Assign initial swarm value SWMj = (j =1, 2, 3,..n) 

2. Assign cmax, cmin, noi 

3. Calculate each agent fitness value  

4. Fit= Best (Search agent) 

5. While (r<max_iter) 

5.1. Update C’ = 𝐶 𝑚𝑎𝑥 − 𝑟
𝑐 𝑚𝑎𝑥 −𝑐𝑚𝑖𝑛

𝑛𝑜𝑖
 

6.    for every search agent 

6.1 Apply normalization among artificial grasshoppers 

with their distance 

6.2   Search Agents position is updated as follows, 

𝑆𝑅𝐴𝑖
𝑧 = ( ∑ 𝑐

𝑈𝐵𝑧 − 𝐿𝐵𝑧

2
𝑠𝑓(|𝑠𝑟𝑎𝑗

𝑧

𝑁

𝑗=𝑖=1

− 𝑠𝑟𝑎𝑖
𝑧|)

𝑠𝑟𝑎𝑗 − 𝑠𝑟𝑎𝑖

𝑑𝑠𝑡𝑖𝑗

) + 𝐵𝑠𝑡𝑧  

(Where 𝑈𝐵𝑧is the zth dimension upper bound, LBz is 

denoted as lower bound and 𝐵𝑠𝑡𝑧 𝑖𝑠 𝑡ℎ𝑒 best solution 

recognized so far. The decreasing coefficient c refers to 

zone of attraction and repulsion) 

6.3 If current search agent goes out of boundary region 

then set them back          to the previous position 

end {for} 

7. Update Fit if there is better search agent found 

7.1 r = r+1 

end {while} 

Algorithm 2 Grasshopper Optimization 

Algorithm 2 initializes population of swarms, boundary for 

searching using cmax and cmin and the number of iterations. 

Each search agent position is updated based on the upper and 

lower dimension and the best fittest agent is considered in 

further iterations. 

4.5. Cloud Resource Scheduling Using Intuitionistic Fuzzy 

Clustering Empowered by Grasshopper Optimization 

Input:  

Tasks Unallocated {Tsk}, Virtual Machines Unassigned 

{VM} 

Output: Task Tsk Assignment to VMs // Makespan, Execution 

Time, Resource Utilization,  

Procedure: 

begin 

1. for each task(i=1…n) 

1.1. Priority-value = length(taski) * priority(taski) * 

deadline(taski) * cost(taski) 

    end for 

2. Apply Intuitionistic Fuzzy Clustering and group them 

according to their similarity 

3. Apply Grasshopper Optimization algorithm for selecting 

the cluster centroids 
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4. for each VM{i….m} 

 4.1 Determine VMi(features) //MIPS, bandwidth, 

memory, RAM capacity 

    end for 

5. Apply IFCM-GOA on VMs and group them as clusters 

6. Divide the VM clusters and Tasks Clusters as low, medium 

and high priority types 

7. for each task(i=1…n) 

7.1 Assign the concern VM depending on the cluster type 

    end for 

end {begin} 

Algorithm 3 Intuitionistic Fuzzy Clustering Empowered by 

Grasshopper Optimization 

As illustrated in algorithm 3, each task is prioritized based on 

their length, deadline and cost of each unallocated tasks, the 

best fittest virtual machine is selected by the grass hopper 

optimization and they are clustered as low, medium and high 

priority and the appropriate VM machines are assigned to each 

unallocated tasks based on their priority and availability of 

resources. 

5. RESULTS AND DISCUSSIONS 

This section discusses about the performance analysis of 

proposed Intuitionistic fuzzy Clustering empowered by grass 

hopper Optimization Algorithm (IFCM_GOA) in resource 

allocation to the incoming tasks in cloud environment. 

IFCM_GOA is simulated in java using cloudsim as cloud 

simulator. Datacentre used in this work is 5 and number of 

hosts under each datacentre is 2, totally 10 hosts are used and 

number of tasks/cloudlets ranges between 250- 1000. The 

metrics to assess the concert of the proposed model are 

makespan, resource utilization, energy consumption, degree of 

imbalance and execution time. The other scheduling models 

used for comparing the performance is k-means clustering 

[20], Fuzzy C-means (FCM) [21] clustering and conventional 

Intuitionistic fuzzy C Means (IFCM) clustering. 

5.1. Performance Comparison based on Makespan 

From the Figure 3 it is observed that the makespan of 

proposed model IFCM-GOA is very less compared to other 

three clustering models k-means, FCM and IFCM. The k-

means algorithm only uses the predefined centroids which are 

selected in a random manner and started clustering the similar 

job request’s using the euclidean distance alone. In Fuzzy C 

means the belongings of a job request alone is considered for 

finding the similarity and its non-belongingness completely 

ignored in FCM. The IFCM considers both belongingness and 

non-belongingness of the job requests for each centroid, but 

selection of centroid during each iteration is done only based 

on their distance and the initial centroid is selected in a 

random manner. Thus, with the help of grasshopper 

optimization the centroids are selected more prominently to 

cluster the most appropriate job request with the similar 

cluster. 

 

Figure 3 Comparative Analysis of Four Different Clustering 

Model Based on Makespan for Resource Scheduling in Cloud 

Environment 

5.2. Performance Comparison Based on Degree of Imbalance 

 

Figure 4 Comparative Analysis of Four Different Clustering 

Model Based on Degree of Imbalance during Resource 

Scheduling in Cloud Environment 

Degree of imbalance is a measure of load imbalance between 

virtual machines in cloud paradigm and it is calculated as 

shown, 

Deg_imb = 
𝐸𝑇𝑚𝑎𝑥−𝐸𝑇𝑚𝑖𝑛

𝐸𝑇𝑎𝑣𝑔
  (6) 
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Where ETmax is the maximum execution time of virtual 

machines, ETmin refers to minimum execution time of virtual 

machines and ETavg is the average execution time of virtual 

machines.  

Figure 4 portrays the measure of imbalance among virtual 

machines that are handled by the four different clustering 

models in the cloud environment. The proposed IFCM-GOA 

greatly balances the load with its knowledge of defining the 

hesitation degree and centroids are selected more intelligently 

by the searching behavior of the grasshopper. The load 

balancing of remaining clustering models only considered 

only the similarity of the job requests and the balancing 

among the virtual machines is not greatly focused on the 

existing models. 

5.3. Performance Comparison Based on Energy Consumption 

 

Figure 5 Comparative Analysis of Four Different Clustering 

Models Based on Energy Consumption during Resource 

Scheduling in Cloud Environment 

Figure 5 shows the energy consumed by four different 

clustering models. The highest energy is consumed while 

using k-means based task scheduling in the cloud 

environment. This is because the centroid selection is 

arbitrary for all three existing models k-means, FCM and 

IFCM. The proposed model IFCM-GOA selects the initial 

cluster centroids and during each iteration of clustering by the 

metaheuristic model grasshopper optimization. With its food 

searching behavior the best fittest task scheduling is 

considered between incoming task requests and the available 

virtual machines. The resources are utilized in a balanced 

manner and thus the energy is consumed very less in a cloud 

environment which satisfies the cloud service provider's 

quality and the client’s requirements. 

5.4. Performance Comparison Based on Resource Utilization 

The result of the resource utilization in the cloud environment 

is depicted in Figure 6 by applying the four different 

clustering models. In an adversarial environment, 

impreciseness about the incoming job requests needs and 

selection of appropriate virtual machines to complete the 

assigned task are not fairly handled by the existing models. 

The Intuitionistic fuzzy clustering groups the tasks as heavy, 

medium, low, etc. The virtual machines are assigned to these 

tasks based on their requirement and depending on the 

availability of resources the incoming tasks are assigned to 

the virtual servers and thus achieved a higher rate of resource 

utilization compared to other clustering models. 

 

Figure 6 Comparative Analysis of Four Different Clustering 

Model Based on Resource Utilization during Resource 

Scheduling in Cloud Environment 

5.5. Performance Comparison Based on Execution Time 

 

Figure 7 Comparative Analysis of Four Different Clustering 

Model’s Execution Time during Resource Scheduling in 

Cloud Environment 

The execution time performance of four different clustering 

models is depicted in Figure 7. The execution time of the 



International Journal of Computer Networks and Applications (IJCNA)   

DOI: 10.22247/ijcna/2020/203851                 Volume 7, Issue 5, September – October (2020) 

  

 

 

ISSN: 2395-0455                                                  ©EverScience Publications       144 

    

RESEARCH ARTICLE 

proposed IFCM-GOA is comparatively less while comparing 

with other clustering-based task scheduling policies in the 

cloud environment. The representation of each task is done 

depending on execution time, throughput, response time and 

turnaround time. The ability to represent each task based on 

the grade of membership and non-membership the clustering 

is carried out faster with the optimized cluster centroid 

selection, reassignment of centroids is greatly reduced and 

thus it consumes less execution time. 

6. CONCLUSION 

While there is impreciseness in determining the requirement 

of incoming cloudlets/ tasks in the Cloud environment, the 

effective scheduling of cloud resources will be the toughest 

challenge. The ultimate objective of this paper is to discover 

the similar resource request patterns and those similar tasks 

are clustered and the virtual machines available in the cloud 

are also clustered based on their characteristics by applying a 

novel clustering model known as intuitionistic fuzzy C means 

clustering. In this paper, additionally, the process of clustering 

itself is empowered by implying grasshopper optimization 

behavior to determine the centroids instead of selecting the 

initial centroid arbitrarily. The simulation results proved the 

prominence of the proposed IFCM-GOA plays a vital role in 

task allocation and cloud resource utilization more positively 

and precisely compared to the conventional K-means, Fuzzy 

C-Means and IFCM. 
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