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Abstract— in the last decades' firms which have directly or indirectly contact with a customer migrate from product-oriented to 

be a customer-oriented, hence, some products and customers are not profitable in the same way and some of them bring 

detriment to the firm. In this regard, firms should recognize loyal, profitable and potential customers with a glance of 

impressive product which brings added value for them. In order to distinguish profitable customers, they supposed to cluster 

customers and study their behavior’s group for the sake of having the best investment in the best segment. In this paper, we 

utilize customize GRFM (Group RFM) to cluster customers based on proposed APC (account-pattern constraint clustering) 

algorithm. Hence, we calculate the cluster RFM value which could aid the bank to explore both profitable accounts and 

customers.  
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I.      INTRODUCTION 

Over the past few decades, there have been lots of 
changes in marketing and commerce. What is particularly 
important is the ability of organizations to adapt to these 
changes. In today's world, electronic services are 
increasingly expanding. Many retailers are trying to create 
online stores [22]. However, the existence of significant 
technological innovations and the potential for more power 
to locate networks of online stores in this century created 
the e-commerce market [21], gaining new customers in the 
competitive market has become difficult and the profits 
from loyal customers have grown throughout business 
communications. Companies have shifted their marketing 
focus from pure satisfaction to fostering loyalty [23]. The 
backwardness of a business from the scope of such 
competition only leads to not overcoming competitors, 
losing market share, and in general, the loss of business in 
the true sense. Due to the growth of industries and 
businesses, over time, product-centric sales have turned to 
customer-centric. The reason is they have concluded that 
mass the production of goods and services is no longer a 
way of profit-making, and products or services producing 
it according to the needs of customers and at the same time 
recognizing its lucrative customers could be an effective 
relationship with them [1]. In modern banking, with the 
emergence of competition as well as the growth and 
diversification of the customers’ demands, banks are 
paying special attention to their customers and trying to 
communicate, more effectively, with their beneficial 
customers [2].In this study, we tried to use data mining 
techniques to find an effective way of identifying 
profitable products and customers. In contrast past 
research, this study attempts to find products that have 
more profitable customers in their group instead of only 
grouping customers by their financial values. Therefore, in 
this paper, we use a novel Group RFM (GRFM for short) 
framework [18] and customized it for the bank customers 
to identify high loyal and contribution of customers and 

profitable accounts for the bank; moreover, it distinguishes 
potential customers for products promotion. Instead of 
calculating the customers’ RFM values on all of the 
accounts they have, the GRFM calculates customers 
GRFM values what considers customers’ accounts patterns 
as well as the characteristics of accounts in analyzing 
customers. The customized GRFM first discovers each of 
which presents a set of customer's accounts that are 
frequently in the transactional data set. Then, based on 
gained patterns, we use a novel account-pattern constraint 
clustering (APC) algorithm to create groups of accounts 
pattern to calculate RFM values. In this regard, the bank 
could rank their account and design of their market 
strategies based on the results. 

II.     RELATED WORK 

The concept of customer segmentation was developed 
by an American marketing expert, Wendell R. Smith, in 
the middle of 1950. It is a technology to cluster customers 
into groups that share similar characteristics and tend to 
display similar patterns. Later, the RFM model is first 
proposed by Hughes in 1994 and it is a model that 
differentiates important customers from large transaction 
data [15]. RFM method is very effective attributes for 
customer segmentation [16]. In general, different models 
have been proposed by researchers in the area of customer 
segmentation. In most of these studies, models are 
different in terms of input variables.  

The main inputs for customer segmentation are RFM. 
Siemens used a SOM neural network to identify customer 
groups based on the behavior of reimbursement, payback, 
frequency, and monetary predictions. He also classifies the 
banks’ customers into three major groups of profitable 
customer groups.  

Cheng and Chen also proposed a new method of 
joining the Quantitative Characteristics of RFM and the K-
Means Algorithm in the uneven series theory for extracting 
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the rules of meaning [17]. The data from this electronic 
case study at Chang Hua Company includes 401 records of 
corporate exchanges, conducted in 2006. Indicators for 
customer segmentation were as follows: A: Region B: 
Country C: Credit value.  

In addition, a combination of input variables mentioned 
above has also been used by researchers. For example, 
Chan and colleagues presented a new approach that 
combines customer targeting and customer segmentation 
for campaign strategies [17]. In this research, customer 
behavior is identified using an RFM model, then an LTV 
model is used to evaluate the customers of the proposed 
segments.   

As noted earlier, some writers focused on the process 
of partitioning from a technical point of view. For 
example, Lee and colleagues developed a new method for 
cross-market segmentation. The authors proposed a two-
stage approach integrating statistical and data mining 
techniques. To test the difference between clustering 
factors in the first stage, using statistical methods (multiple 
confirmatory factor analysis groups), and the second step is 
to develop real clusters by a two-level SOM method. 
Huang and colleagues have used vector support for 
clustering of marketing segment. Also a research is 
conducted on customer segmentation based on a two-stage 
clustering model [20].  

Customer profiles for each group can serve as a starting 
point for managers to determine marketing strategies for 
the bank to provide services; however, clustering 
customers in to different groups does not show the most 
profitable products. Consequently, marketers could not 
precisely investigate to develop profitable products and 
services in order to bring more advantage for the firm. Our 
approach to diminish the above problems is to consider the 
characteristics of the accounts owned by customer. The 
RFM value measuring methods all adopt a single criterion 
to measure the RFM value of a customer, no matter what 
kinds of products were purchased. However, the 
characteristics and lifetimes of the purchased products are 
not always the same, grouping customers in this way 
cannot provide precise quantitative prediction [18].   

Although, customer segmentation based on RFM 
values could conduct managers to find most profitable 
group of customers, it fails to address the effective 
products promotion. In bank industry, accounts known as a 
products. In this regard, some accounts, in the Post Bank, 
are known as low-cost products that assumed could bring 
more value for the bank since it does not cost for the bank 
(lottery or interest rate). Consequently, the proposed model 
is about finding the most profitable products and customers 
by applying the account-pattern  constraint clustering 
(APC) algorithm and RFM method.  

III.      RESEARCH METHODS 

The research based on the type of target is a part of 
descriptive-exploratory and applied research. The case 
study is the Post Bank of Iran. The collection of data is the 
records of customers transactions stored in the database of 
the Post Bank of Iran. 

In terms of time, the present study is a cross-sectional 
study because it examines customers in a quarterly period 
of the first three months of the year. This section first 
presents the concepts of the constraint-based clustering. 
Then, explains about RFM measurement (TABLE I). 

Finally, describes method of setting accounts pattern for 
each customer. 

TABLE I.    RFM ATTRIBUTES 

 

A. Constraint clustering  

While it is possible that a fully unsupervised clustering 
algorithm might naturally a solution that is consistent with 
the domain knowledge, the most interesting cases are those 
in which the domain knowledge suggests that the default 
solution is not the one that is sought. Therefore, 
researchers began exploring principled methods of 
enforcing desirable clustering properties [24]. The reason 
is they provide flexibility to attach user-specified 
constraints while clustering [18]. In general, the constraints 
can be classified into the following two categories:  

Must link (ML): Let M be the set of must-link pairs; 
then (xi,xj) 2 M implies the instances xi and xj must be 
assigned to the same cluster.  

Cannot link (CL): Let C be the set of cannot-link pairs; 
then (xi,xj) 2 M implies the instances xi and xj should be 
assigned to a different cluster.  

In fact, different constraints should have different 
penalty weights. However, the difference is not easy to be 
identified. Moreover, pair-wise constraint clustering cannot 
be used when the constraints focus on partial 
characteristics between the pairs [18].  

B.  RFM Method  

RFM models have been used in direct marketing for 
more than 30 years. Given the low response rates in this 
industry (typically 2% or less), these models were 
developed to target marketing programs (e.g., Direct mail) 
at specific customers with the objective to improve 
response rates. Prior to these models, companies typically 
used demographic profiles of customers for targeting 
purposes. At this level, quality of data is acceptable as a 
transactional data in banks which couldn’t have outliers 
and errors. RFM attributes are shown and 
explained(TABLE I). 

Min-max normalization method is used in this phase 
(TABLEII). This method performs a linear transformation 
of the original data. Suppose that 𝑚𝑖𝑛𝐴 and 𝑚𝑎𝑥𝐴 are the 
minimum and maximum values of an attribute A. Then 
min-max normalization maps a value v, of A to v’ in the 
range of [𝑛𝑒𝑤𝑚𝑖𝑛𝐴, 𝑛𝑒𝑤𝑚𝑎𝑥𝐴] by computing in Eq. (1) 
[19].  

 

v′ =
v−𝑚𝑖𝑛𝐴

𝑚𝑎𝑥𝐴−𝑚𝑖𝑛𝐴
(𝑛𝑒𝑤𝑚𝑎𝑥𝐴 − 𝑛𝑒𝑤𝑚𝑖𝑛𝐴) + 𝑛𝑒𝑤𝑚𝑖𝑛𝐴  

(1) 

 

 

RFM attributes RFM attributes Original Data 

Recency The interval between the last transaction date and last 

date of tracing time 

Frequency Frequency of transaction during the traced time 

Monetary Monetary or transaction (negative form shows 

withdrawal) 
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TABLE II.      NORMALIZATION OF VALUES 

 M F R 

M 63/79 14/17 9/12 

F 9/79 2/17 2/12 

R 7/79 1/17 1/12 

 

  C.      Accounts pattern recognition 

The difference of the bank with other institution is 
about the low and specific number of its product, and new 
products may enter the banking industry in many years. 
Thanks to the nature of bank accounts, it is a logical way to 
promote specific accounts that are more profitable. Iranian 
banks have 5 types of accounts (shown in Table III) and 
each customer in the bank could have different accounts. 
As explained above, there is an assumption about accounts 
value for the bank (shown in Table III). In order to set 
accounts pattern binary value, we assign 5 bit base on 
account value and if the customer has the account, set 1, 
and if not, set 0. As explanation 5 mean most valuable and 
1 means least valuable for the bank.  

TABLE III.   ACCOUNTS INDEX  

 

For example, a customer with only long-term savings 
account and a long-term savings account in the bank has a 
quantity value of 17 based on Eq. (2), which is equivalent 
to a binary number of 10001. As a result, the bigger a 
quantity value indicates the customer has a combination of 
products that assumed to be more profitable for the bank.  

IV. ENVIRONMENT AND STATISTICAL SAMPLE 

As stated above, the statistical society is the research of 
the information obtained from the Post Bank. The bank has 
two core banking systems due to its branches and 
supervision of private offices, which have about 450 
branches of 15,000 offices in the country. In this study, 
only three months have been chosen since the transactions 
of customer accounts related to larger intervals are bulky 
and sometimes disrupt data mining operations.  

V.      RESEARCH MODEL  

At this stage, a conceptual model is presented in the 
following way with library studies and the study of the 
factors in the research resources. According to a review 
that has been carried out on research literature, the 
following model (Fig1) can be a conceptual model of 
customer clustering using data mining.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.Research Model 

Quantity value of account′spattern = ∑ 2𝑘

𝑛

𝑘=0

 

n is customers' account                            (2)  

A. Data Preparation phase  

1) Tables selection  

In this research, 10 tables of central bank system of 
branches were used. The results of these tables are used 
after applying different scripts.  

Tables contain customers’ accounts information. This 
table is extracted in the header of each column of the 
account type, and if the client has an account or product in 
the bank, one number will be placed in the corresponding 
field and if it does not have the account the number is zero 
in the desired field.  

2) Clearing the data  

Due to the fact that the information extracted from the 
databases is very accurate bank information, and the 
mistake and error do not occur, we were sure of the 
accuracy of the information and there was no need to clear 
the data.  

3) Implementing the AP table  

The algorithm in this phase is illustrated in TABLE IV. 
After examining customer accounts dataset, the output of 
employing, according to TABLE V, the algorithm output is 
twelve accounts patterns. As described before, the 
customer account-pattern table (AP table) is generated base 
on Eq. (2) and (3); the results are presented below (TABLE 
V).  

  

Value index  Accounts Name  

5  Current accounts payable by card only  

4  Savings Account  

3  Current account credit  

2  Short-term savings account  

1  Long-term savings account (six months, nine months, 
one year, two years and five years)  

Data
preperation 

phase

• Generate 
value table 
based on 
each 
customer's 
accounts

• Create 
account-
pattern table 
(AP table)

Constraint 
clustering 

phase

• Implementing 
the account-
pattern 
constraint 
clustering 
(APC)algorith
m

RFM 
measurement 

and result 
evaluation 

phase

• RFM 
measurement 
for each 
cluster

• Result 
evaluation
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TABLE IV.    CREATION OF ACCOUNT-PATTERN TABLE (AP TABLE)  

Data preparation and creation of account-pattern table 

(AP table)  

Input: Customers’ account dataset  

Output: Value table, account-pattern table (AP table)  

1. Index accounts based on their cost for the bank  

2. Classifying customers based on their accounts  

3. do  

4. {Set 2𝑖  for each customer’s account based on 

the type of account   

5. inserting (or updating) value table records for 

each customer }  

6. insert into account-pattern table the distinct 

binary value of value table  

7. sort descending AP by its binary(quantity) 

value  

8. end;  

 

TABLE V. ACCOUNT-PATTERN TABLE (AP TABLE)  

Binary Value  Quantity Value  

11100  28  

11010  26  

11000  24  

10100  20  

10011  18  

10000  16  

01100  12  

01010  10  

01000  8  

00100  4  

00010  2  

00001  1  

 

B. Constraint clustering phase 

As described in the previous sections, the account-
pattern constraint clustering (APC) algorithm performs the 

grouping of customers based on their accounts, as shown 
in TABLE VI. The difference of the algorithm to K-mean 
constraint clustering does not have initial class centers, and 
the cluster centers would be defined through the algorithm 
process by dislike function. The clustering result could 
satisfy the particular expectation. When a constraint 
triggers the related data records, the APC algorithm starts 
to adjust the corresponding binary value of AP table by 
using the dislike function into clusters. It then uses the (𝐷𝑉 
(𝑖), 𝐷𝑉 (𝑖 − 1)) function to measure the distance between 
two quantity records in order to decide whether they 
should be allocated into the same cluster or not. Eq. (5) 
defines the dissimilarity function. If the function value of 
𝐷𝑖𝑠like (𝐷𝑉 (𝑖), 𝐷𝑉 (𝑖 − 1)) is less than a predefined 
threshold, then the cluster i is a candidate cluster, 
otherwise record i is not clustered to Ci.  

  DV(i) = ∑ 𝑏𝑛2𝑛5
𝑛=0                                          (3)  

Result (𝑖) = 𝐴𝑃 (𝑖) ⋀𝐴𝑃 (𝑖 + 1)                         (4) 

𝐷𝑖𝑠like (𝐷𝑉 (𝑖), 𝐷𝑉 (𝑖 − 1)) = (𝑖) − 𝐷𝑉 (𝑖 − 1)  (5)  

 

TABLE  VI.  CONSTRAINT CLUSTERING PHASE: ACCOUNT PATTERN 

CONSTRAINT CLUSTERING (APC) 

  Account pattern constraint clustering (APC)  

Input: Account pattern table (AP table)  

Output: Clusters  

1. Sort AP table base on descending binary value  

2. For i=0 to AP count  

3. Fetch AP(i) from AP table  

4. Set C(i)=AP(i)  

5. Add C(i) as a candidate cluster  

6. Fetch AP(i+1)  

7. Set Result(i)=AP(i) ⋀ AP(i+1)  

8. If result(i-1)=0  

9. {set result(i-1)= result (i)}  

10. If 𝐷𝑖𝑠𝑙𝑖𝑘𝑒(DV(result (i)) , DV(result (i − 1))) = 

0  

11. {add AP(i+1)  into C(i) cluster}  

12. Else  

13. Add AP(i) as a new cluster center  

14. Next 
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TABLE VII.  SUMMARY OF THE NOTATIONS UTILIZED IN THIS PAPER  

n                 is a count of bits        

b                  is the digit 

AP (i)         the ith record of AP table  

C (i)            the ith cluster  

Result (i)     the ith result of (𝑖) ⋀ (𝑖 +1)  

DV (i)       the function of calculation of quantity 

value of binary data  

𝐷𝑖𝑠𝑙𝑖𝑘𝑒 (𝐷𝑉 (𝑖), 𝐷𝑉 (𝑖 − 1)) the function is used to 

calculate ( ) − (𝑖 − 1)  

 

As explained, the grouping of the AP table base on 
APC algorithm is presented with the results listed in Fig2.  

 

Figure 2. Account pattern Clusters 

 

C. RFM measurement and result evaluation phase  

In this section, in order to calculate the RFM, each of 
the values of R, F, and M must be multiplied by their 
weight in accordance with Eq. (6) Based on AHP. The 
weights of the AHP technique are used here to calculate 
the weights. In tables 4 and 5, weights are calculated.  

 𝐶𝐿𝑉𝑐𝑖 = 𝑁𝑅𝑐𝑖 × 𝑊𝑅𝑐𝑖 + 𝑁𝐹𝑐𝑖 × 𝑊𝐹𝑐𝑖 +

𝑁𝑀𝑐𝑖 × 𝑊𝑀𝑐𝑖                                          (6)                                              

         1) AHP approach   

The AHP is used to determine the relative importance 
(weights) of the RFM variables, WR, WF, and WM, 
respectively. The three main steps of the AHP are as 
follows.   

Step1: Perform pair wise comparisons.   

Step2: Assess the consistency of pair wise judgment.  

Step3: Computing the relative weights.  

In this study, the following three groups of evaluators 
judge the RFM weightings: (a) two administrative 
managers, (b) one business managers in marketing, and 
one marketing consultant and (c) ten customers who have 
made at least one account (TABLE VIII).  

TABLE VIII.        WEIGHING ACCORDING TO EXPERTS 

TABLE  IX.      WEIGHTED R, F, M 

 

As described in the previous sections, based on the 
presented model, we first clear the data, and then, based on 
the proposed model, we give a binary number to the 
customer accounts in the bank, then using the APC 
algorithm to grouping the provided clients of the bank 
based on their accounts. Then, RFM is calculated for each 
group of customers. By calculating RFM, it is determined 
which cluster of customers is with their RFM products. As 
a result, products that are more profitable for their 
customers are characterized by products that have higher 
RFMs, and then results can be used in relation to 
marketing. Finally, the results obtained are based on the 
proposed model is shown below (TABLE X)   

TABLE X. GROUPING RESULTS ARE BASED ON THE PROPOSED 

ALGORITHM AND THE CALCULATION OF RFM  

 

RFM  Account pattern’s quantity 

value  

Clusters  

0.7965  28,26,24  C1  

0.0546  20,18,16  C2  

0.7961  12,10,8  C3  

0.9823  4  C4  

0.6845  2  C5  

0  1  C6  

   

 2) Result Evaluation  

According to RFM values of clusters (TABLE X), the 
study found accounts which were considered as valuable 
account for the bank were actually less profitable than the 
rest of the accounts. The reason is RFM values of clusters. 
Furthermore, as shown in TABLE X, cluster4 has the 
biggest amount of RFM and customers of the cluster are 
who only have Short-term saving accounts. In this regard, 
against the bank’s managers assumption Short-term 
savings account should not be index as low-benefit 
account. On this subject, we explore new account index 
based on RFM values of clusters that as shown below 
(TABLE XI).  

 

 

 

 

WR WF WM 

0. 076921 0. 132746 0. 790333 

 M F R 

M 1 7 9 

F 1/7 1 2 

R 1/9 ½ 1 
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TABLE XI. NEW ACCOUNT INDEXES  

Index(cost)  Account's Name  

3  Current accounts payable by card only  

4  Savings Account  

2  Current account credit  

5  Short-term savings account  

1  Long-term savings account (six months, 
nine months, one year, two years and five 

years)  

  

 As shown above, the saving account and the Long-
term savings account indexes do not changed; however, 
thanks to our output analysis other accounts value for the 
bank is changed.   

     VI.   CONCLUSION  

Customized GRFM applies APC clustering algorithm 
to profoundly analyze and utilize the RFM value of the 
customer. It aids cluster analysis from both aspects of 
customers account and their transactions. While the 
analysis takes into accounts transactions, the (R, F, M) 
values could reveal the true CLV value of customers. 
Customized GRFM is the same as the traditional RFM 
analysis in the sense that each cluster has the same loyalty 
and contribution. The customized GRFM difference is it 
allows the bank to evaluate their account values, and the 
account could belong to different clusters. Thus, it could 
associate with different contributions with respect to 
different characteristics of accounts. This difference allows 
GRFM to address marketing section to planning on 
account promotion. Furthermore, customized GRFM 
provides a clustering method that could use customers’ 
transactions to distinguish the type of accounts they have 
and calculating RFM value. Consequently, values of 
account patterns promptly respond to the market-oriented 
demands. It converts the bank dataset into corresponding 
account-pattern table (AP Table), which can then be 
quickly and conveniently adjusted to cluster by APC 
algorithm.  
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