International Journal of Computer
Science and Engineering (IJCSE) & International Academy of Science,

ISSN(P): 2278-9960; ISSN(E): 2278-9979 P
Vol. 8, Issue 2, Feb - Mar 2019; 21-32 Engineering and Technology
© IASET IASET Connecting Researchers; Nurturing Innovations

DETECTION AND PREVENTION OF FAULTS IN CLOUD COMPUTI NG
BY FAULT TOLERANCE TECHNIQUES

Arshi Fahim, Farzana Naz, Adil Khan & |zhar
Research Scholar, Al Falah University, Okhla, Neg¥ India

ABSTRACT

To use the capabilities of Information technologyasservice, Cloud computing is one of the mogtilseethods.
Cloud computing allows the users to access theicgenavailable on Internet without understandingcontrolling the
infrastructure. Nowadays, Cloud computing is gettused massively, hence the need of Fault tolerantge cloud is a
matter of inspection because of its reliability.uftatolerance has a lot of benefits such as Fawtd®very, economical,
better performance when we use them in Cloud Cangputhe main purpose of utilizing Fault toleraneehniques in
cloud computing has encouraged the capability etagchers to participate in the development otieffit algorithms. As
a result, we can find out the advantages and disathges of Fault tolerance in cloud computing. Iy paper, |
introduced various fault-tolerance methods recentigd in cloud computing and a relevant study esented of various
techniques and methods in the field of bug tolesainccloud computing. With the help of studying asdewing fault-
tolerant techniques, according to the requiremeanitthe user, these techniques can be used for taterance capability

measurement in cloudcomputing.
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INTRODUCTION

On a distributed network, there are several apidinaand services that gets run with the help clouece
available on Internet and Cloud computing is onehaofse concepts. It provides an abstract represamtaf physical
system. There are a lot of advantages of Cloud atingp such as Reliability, economical, high avalliah flexibility,
adaptability and scalability for the users thategrs a new computing platform for the users. Qualitservice also plays

an

Important aspect in Cloud computing, high efficigmseans how fast the system is responding on asusguest
for any service. Reliability means that the regeesservice has been handled successfully or nah,Hefficient
performance and Reliability play an important raleCloud computing. More reliable means less crashethe cloud
service that will balance the number of users aulice the loss of the server. The efficiency shosdain high so that
the user does not need to wait for a long timeit 8an be related directly to error tolerance. Higlerance to fault is used
to improve the reliability in cloud computing. Hend-ault tolerance is one of the most importantessin Cloud

computing, related to all the necessary technigqoemnable the system to tolerate the fault if itsuw in the remaining
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software system after its development. The Keydttion for this study is to identify different nhetds of fault toleranc
in cloud computing that shall help researchergd&signing more eicient algorithm. So this article is categorizeditite
following sections:

Faulttolerance

Error Tolerance is one of the important featureshefsystem that helps the computer system or metdevice
from failing due to any failure in system execut This includes effective steps to stop such error§aibures in the
system. Hence,a fault-tolerant sysf2is capable enough of providing the services in ficient manner if a fault o
failures occur in system components as a resulavadability and reliability of the system will not be lost. Aidp systen
should be tolerable in such a way that if a buguoscthe system can tolerate it and continue tokwive shoulc
understand the proper definition of error at fitcause with this word, t words arises in the mind that is the fault :

the failure, however there are three major diffeesnbetween the

Failure: A failure occurs when the system is notirgj the expected result or performance. If thetesy

misconduct affords the systemfail at least one of its capabilities prope
Fault: The fault is a physical malfunction or a failureaohardware or software compon

Bug: The reasomf an error is a bug in the system. Not all bugsilddead to faults. Failure, faults and bugn
occur in applications, servers, virtual machinesretiardware. The system must capable [1 of handling fault and
continue to work. Fig 1 shows the path of a fi

~

Fault Causes L Error Results in

Figure 1: The Path to Failure
Below are theSolutions to the Problem

Fault Detection: To get the best result, the first step that a systst perform is identifying the functions ti
can lead to Faults.

Fault Repair: After detecting the fault, the next step is toifgct void the fault or to improve
Fault Types
The clow platform comprises of three laye
» Hardware
» Virtual machines
» Applications

Each of them has a malfunction. These failuresbmpresent on any hardware or virtual machine ldyeing
program execution. Therefore, as per the natutbeofailure, appipriate action should be carry out, faults can Hi sp
several categories:
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Network Faults

Faults related to networks are known as networkgatihis fault occurs when the data is destined particular
network, however it does not get deliver therevimious reasons such as packet loss, closed deténation failure, link
failure. [5]

Physical Fault
Faults that occur in hardware, CPU crashes, caklrds and memory crashes.
Media Fault
Due to the lack of communication media.
Processor Fault
Fault occurred on the processor due to failurep@rating system.
Service Termination Fault
If the service life of the resource is over, however thgliaation still requires the use of resources.
Transient

This fault stays for a long time and appears ordgorhowever after taking properactions it disappegor
example, at first the network message displaystti@signal cannot reach its destination, but afterhile it reaches its

destination prosperity.
Alternate

Alternate faults are those that repeatedly andredtely distributed. These failures are not goodinty due to the

failure of each component or function inapproptiafé] between the components, for example a faaliyection.
Stable

These kind of failures do exist, after defectiveteyns are repaired or replaced in some cases ciafyple
Types of Faulttolerance

Fault tolerance are of two types: Hardware fadéiremce and software fault tolerance.
Hardware Faulttolerance

One of the main aspects of fault tolerance is t&ena computer system which can automatically recdve
multiple random faults occur in hardware componente best methods for this work generally incltite division of a
computational system in multiple modules. Each neduthe system is unique. Therefore, if one &f thilure occurs in
one of the modules, the backup module will contitgvork. Fault tolerant methods include two typé®rror handling

and dynamic recovery.
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Figure 2: Types of Fault Tolerance
Fault Coating

Fault coating eliminatefaults in a set of mixed components. A nhumber @iital components execute sa

functions and their output is voted on to removdtéaafforded by a defective modt
Dynamic Retrieval

A dynamic retrieval technique is only used whermpycof the workor calculations is made to run at a time. 1
technique is a selepair. Like a fau-coating technique, additional spare componentsuaesl to perform to remo

redundancy.[3]
Software Faulttolerance

Programming faults can kexploited using static a dynamic methods similar to those used for hardvigné
handling. One of the methods isvarsion programming, which uses static redundamcyhe form of independent
programs. All of these methogserform thesame function. Another method knowndesign variation, which incorporat
software and hardwarfault tolerance by applying a fa-tolerant computer systenThe main oal of the design diversity

technique is to tolerate hardware and softwarg¢gabbweveit's very expensive.
Fault-Tolerant Requirements

The important goal in designing distributed systésnt generate a system that can automaticallgirepinor
defects without affecting thgystem performanc In other words, a distributed system is expectetblegrate the fault. T
reaize the role of tolerable fault, there should b&ered a number of useful requireme[6] for distributed systems

including the following:
Average Failover Time (MTTF)

The waiting time for failure bearing in mind thhetsystem has been utilizal
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Average Repair Time (MTTR)
The expected time to repair the system after arfailu

Average Breakdown Time (MTBF)
This denotes the average time for the next faitume is calculated as follows:
MTBF=MTTF+MTTR

Reliability

Points to the point that a system can run contislyoand without fail.

Reliability = %

Availability: The system operates at any one time and is avaitatjerform tasks.

MTRBF
1+MTBF

Availability =
Safety: refers to a situation when nothing works tempoyaribthing happens.
Maintenance: Refers to how to repair a failed system. A superlinteaance system may also have a high degree of
availability.

Maintainability = TIMITR

Reasons for Accurate Analysis of Several Techniqued Fault Tolerance in Cloud Computing

Implementation of fault tolerance in cloud compgtitue to its complexity, reliability, and the follomg reasons

are confronting challenges which requires detailiealysis.

e There is a need to implement a self-governed faldtrance technique for several instances of aricgbion

running on multiple virtual machines.
» Different technologies from cloud computing provisland vendors will require a formidable integradgstem
»  With new approaches in the cloud, should also Ipaedt fault tolerance techniques and schedulingrigtgos[8]
» Self-governed fault tolerance techniques must igmed with differentclouds.
e To ensure maximum reliability and availability mbst operational several providers of these services

Criteria for Fault Tolerance in Cloud Computing
Fault tolerance methods in cloud computing considarious parameters:
Adaptive: The entire process changes automatically accotditige work requirements in real time.

Efficiency: To measure the efficiency at an acceptable cosh as it will give the result to the users in miom

response time and improve the latency in respffise
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Response Time The amount of time spent to give the output by plaeticular algorithm. This should be
minimum.
Scalability: The capability of an algorithm to perform errorei@nce for a system with a finite number of nodes.

Operating Capacity: To keep a track of the work that has been compléfdis aspect must be maximize to

improve system performance.
Reliability: The purpose of this criteria is to give a true teisua limited environment.

Availability: The availability of a system is typically measueeda reliability factor, as it increases the religh

of access.

Usability: The percentage of a product that can be exploiyeal liser to achieve his/her goals with effectivenes

maximum efficiency and product satisfaction.

Related Overhead:The tolerance of the fault distinguished the amafimiverhead captive in the execution of an
algorithm. This overhead is performed due to ovath& work, processor inside, and communicatiorwéen the

processes, it should be reduced so that an ederatd technique can work more effectively. [11]
Effect on Cost:The cost here is defined as a warning cost here.
Fault Tolerance Methods
Based on fault tolerance, different techniquessirategies are divided as shown below.
Tolerable Preventive Fault

The policy of tolerance is the action-oriented faiil prevents the faults and failure by their potidn and the
actions performed to replace the detected compoiiémtre are a number of methods based on thisyptilat contain

preventive migration, software rejuvenation and-gebtection. [2]

Errornous Stopped
Normal Working »«— Working —» «— Working —*

T

Fault is detected and
recovery is started

Figure 3: Timetable for a Precautionary Fault Detetion System

Software Rejuvenation:lt is a technique that designs the system for péagiceload and returns the system to its

original state and helps to make a new start.
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Preventive Migration: Preventive Migration works on the feedback looptammechanism. This application is
continuously monitored andmeasured.

Self-Protection: This method is used to improve performance. Whéflerdnt instances of an application are

running virtually on different devices, it autontatily manages application sampledefects.
Tolerable Reaction Fault

When failure happens effectively attempt to rediadleres, this technique is used this method gimesepower to
the system. Different techniques are based onpbiigy; Inspection, re-assignment of function, esle of workflow,

handling of user's specific behavior, retrial S-@Glatc. [9]

Errornous Stopped
Normal Working - Working ——» +Working -

A

Fault is detected and
recovery is started

Figure 4: Timeline for a Reactive Fault Detection $stem

Inspection: One of the fault handling Technique for large taskexamines the system after a huge change in the

system.

Work Migration : If a machine is not responding as per the requingsner not giving the desired result. So that

work can be transferred to a different machine] [17

Duplication: If a method is giving an efficient result on a jparar software system, the same method can be

used on the software systems having same chasiiterit helps to get the favorable result onedght resources.
Examining safety packagesBlocking of commands that do not have safety progert
Retry: A task will re-implement and retrieve. This is afehe easiest techniques to re-work in one source.
Task Resubmissionin this method, at runtime, the task is re-semtitoto the samesource. [13]
S-Guard: Fewer disturbances to normal execution flow. Onbihsis of work retrieval and rollback.
Adaptive Faulttolerance

The tolerance of an application fault requires thange depending on the range of control inputsapfide
tolerance automatically adjusts the instructiongho status control, also ensures the credibilitgritical modules under
any resources and time constraints. Provides a& magirection resources and modules as possilgeséothe best result.
[10]
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Figure 5: Classification of Fault Tolerance Policis in Cloud Computing

Table 1: Comparison of Different Tolerance Techniges
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Fault Tolerant Models
Most of them are based on these techniques:

FT-Cloud: Cloud computing applications are more complex amdigded on a large scale. However, they are not
reliable enough so we cannot consider them iddwrdis a chart-based ranking component which its@schitecture to
build cloud applications. [11] A two-stage frameWwaf operational algorithms that includes rankimgl dault tolerance.
FT-Cloud provides applications to Cloud computingdeal with faults. Also helps, Cloud computing iagacollision

faults and amounts.

BFT-Cloud: This model can be categorized as a reactive midletn a request is located in the cloud computing
system, the request must be performed in diffenedes. One of the nodes is selected as the mamandithe other nodes
are selected as backup nodes. In the applicatlbapplications run on the device locally. If thesults on the backup
nodes are the same, the output is correct andatlyrrequests the module. If on the back up nodemaglitions failed,
[15] they will give a different outputs than othartputs. Hence this node is knownas a defective reodi in the upgrade
phase, shouldbe done the recovery operation. Ifiditke is a defective node, it will change it to dhiginal new version at
the initial stage and if the defective node is ohéhe backup nodes, then it should be replaced edgnvenient nodes at

the replacement update stage.

FTM Model: Another architecture that deals with cloud computfault tolerance is FTM, which is used to
manage fault tolerance. The FTM model is one of rmction techniques that use three techniques rjmation,
checkpoint / retrieval, repeat). This model guagadtreliability and flexibility by using creativeathods that the user can

identify and enforce to achieve a satisfactory leféault without having to know about its accoiispiment. [12]

LLFT Model: The model which is called LLFT, delivers fault tidace with a low postponement. This model
has provided F.T the capacity to develop distridyieograms or data centers. LLFT uses the leaftdioiver duplication
approach. In this structure, copies of a process fbe group. In each group, a process is selexte¢de main process, and
the rest are selected as the backup. These groeipsprocess that provides services for usersifotim of a server group.
Communication between groups happened throughtaaliconnection. The original version of the sougteup sends

messages to the original version in the destinagionp through multicast via virtual communicati¢is]

Candy Model: It has been introduced a component-based distdbut@deling framework which is a
comprehensive semi-automatic model and is desctilyethe language of the system model. This moddicates that
cloud services and cloud computing providers shogléiranteed availability, which is one of the highis of

cloudservices.

AFTRC Model: A fault tolerance model for cloud computing is lhsm a real-time system can benefit from
computing capacity and cloud-scalable virtual emvinent for better real-time use. In this model, fhelt system is

tolerant of action. Based on the reliability of {hr®@cessor nodes; it exports an executable command.

FTWS Model: The FTWS model stated in, fault tolerance is presknsing startup and propagation techniques
according to the priority of tasks. This model @ahe workflow with a deadline in the presenceanflts. This model is
also based on the fact that the workflow is a $qirocessed tasks with a segregated order basedtarand affiliation.
[16]
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Magi-Cube Model: In the Magi-Cube architecture is introduced whicheay reliable storage structure for cloud
computing. They use this system on top of HDFSlantlle it as a storage system for reading / wrifileg and managing
cloud data. They also create a startup file andifyndide component to work independently in the lgrokind. In fact this
model is based on the three contradictory compangfrthe storage system that they are reliability high efficiency and

low cost (space).

Table 2: Comparison between Different Models Basedn Error Tolerance Criteria in Cloud Computing

BFT- Magi- FT- o
Cloud Cut?e CLOUD CANDY [FTM FTWS LLFT AFTRC |Model Criterion
Yes Yes Yes Yes No No No Yes Adaptive

High High High Average Average | Averagel High High [Performance
Average | Average | Average Average Average Average radge |Average Response time
High High High High Low Low High High Scalability
High High Average High Average | Low Averagg High [Throughput
High High High High Average | Average| High High [Reliability
High Average | Average High High Averagel High High |Availability
Average | High High Average Average| Averageé AverageighH Usability
Average |Average | High Low Low High Low Averageoverhead

High High High Low Low High Low Average |Impact on cost

CONCLUSIONS

Cloud computing has become a commonly used congptgichnology. There must be reliability and avaligh
for users. This requires utilization of tested tatee methods which can manage any kindof faule fBult tolerance is
required when a fault enters the system borderliherefore, fault tolerance techniques are usqutedict these failures
and take the necessary actions before it damagesyttem completely. Therefore, we need a faudtraolce method that
will prepare the services provided in cloud compgitagainst the resulting faults and failures.irs @per, we discussed
the need for fault tolerance, covering various méghes for implementing fault tolerance. There arsumber of fault-
tolerant techniques in the cloud, which prepargouar fault tolerance mechanisms by increasing #iiahility of the
system. Also, these techniques represent a mdmirrgroviding service availability to the userowever there are still
some issues and deficiencies that must be condidereeach framework. There are debility that nafighem can
complete all aspects of the faults. Therefores fidssible to dominate the inability of all prevdauodels and try to create
a proper and efficient model that covers the masgkats of fault tolerance. In the future, it isoaésxpected to better
understandthe types of faults in hardware, softwand cloud infrastructure by providing other madgf architecture with
higher fault tolerance, higher reliability, avaiikitly, and better performance.
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