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Introduction  

Modern technical systems are complex 

hardware-software complexes, consisting of a set of 

measuring channels, computer components, 

communication lines, means registration and display. 

The work of such systems in the technological 

process is necessary to study the characteristics of 

individual components to establish and maintain 

reliable operation. 

During the transformation of information into 

components of technical systems and end user 

arrives to question its authenticity which affect 

measurement errors, errors in data transmission, 

imperfect lines and so on. In this regard the task for 

developing of forecasting method of the 

characteristics of measuring channels is urgent and 

important task. 

Formulation of the problem  

Problems of forecasting technical 

characteristics attracted the attention of researchers 

and scientists. In particular this applies to 

performance measurement channels that transmit 

important information about the system and its 

condition. The method of forecasting will use the 

estimation time series, which corresponds to the 

distribution characteristics. The correct classification 

and evaluation of characteristics of time series is the 

basis for further modeling, because the quality of the 

process that is modeled should accordingly be 

assessed and analyze statistical methods. 

All series in its essence is a sequence of values 

of the series, received at certain times. Therefore, 

their characteristics are determined by way of 

measuring these values, characteristics measuring 

time intervals, stationary and memory [1]. Since we 

are dealing with values measurement specifications 

for the uneven amount of time (since the frequency 

measurement does not affect the result), it is now 

time series torque (torque matter, not interval 

indicator) and uneven over time. By the analysis we 

need to determine its stationary and memory (as a 

description of its autocorrelation). When choosing a 

method of forecasting should be based on the tasks 

that are before the forecast and the availability of 

resources for its implementation, especially in view 

of a significant number of these methods.  

The best according to many researchers [2-6], 

and therefore the most popular for time series 

prediction for the short and medium term methods 

are neural networks (ANN) and autoregressive 

integrated moving average (ARIMA). Regressive 

and exponential smoothing methods are less effective 

short-term forecasts; the relative lack of neural 

networks is the unavailability of intermediate 

computation and complexity in the choice of learning 

algorithms, especially for a large number of random 

variables [7]. Since the ARIMA forecasting is an 

effective method of stationary and non-stationary 

linear processes, relatively easy to use and effective 

in the short and medium term, it will be used for 

forecasting characteristics of measuring channels. In 

this research must justify the method of forecasting 

performance precision measuring channels via 
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technical systems and build time series forecasting 

model based testing. 

Results 

Time series using ARIMA models is as follows 

...yayay ttt   2211  

qtqttptp ...ya   11 , 

where ty  – level series;   – constant; p  – 

order autoregression; pa...a1  – autoregression 

coefficients; t  – white noise; q  – weights. 

When taking into account the trend of values 

instead of ty  administered difference 

  1
1

 ttt yyy  d-order, for linear trend, for 

example, is   1
1

 ttt yyy  and these differences 

must be stationary. Thus, the model ARIMA (p, d, q) 

as follows: 

       2211 t
d

t
d

t
d yayay  

  qtqttpt
d

p ...ya   11 . 

 

This model differ iterative approach to the 

formation predictive model. All of the parameters 

selected from the set of possible and thus selected a 

model that most accurately describes this time series 

with minimal dispersion. As a result of the research 

including a number of graphs and charts 

autocorrelation and partial correlation, sorting 

options is chosen ARIMA model base, on which is 

based the forecast. We will use for forecasting the 

relative error of measuring channel. The value of 

relative error has a Gaussian distribution, the 

absolute value of error ranged from 0.5 % to 0.6 %, 

estimation of a random variable that will forecasting 

should be effective and appropriate.  

As a random number generator will use the true 

random number generator (TRNG). The source of 

such numbers are physical phenomena, such as 

resource random.org generating source is 

atmospheric noise [3, 8]. 

We have formed 3 time series: Experiment 1, 

Experiment 2, Experiment 3. 

1. Experiment 1 - 1000 random numbers to 

within 0.00001. 

2. Experiment 2 - 1000 random numbers to 

within 0,001. 

3. Experiment 3 - 100 random values to within 

0.0001. 

In the first two cases, we look at a fairly large 

number of random variables affect the accuracy of 

the forecast range (fig. 1, 2). 

 

 

 
                                         a                                                                                                 b 

Figure 1 – Chart data distribution test Experiment 1:  

a – schedule distribution for Experiment 1, b – histogram Experiment 1. 
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                                         a                                                                                                 b 

Figure 2 – Chart data distribution test Experiment 2:  

a – schedule distribution for Experiment 2, b – histogram Experiment 2. 

 

 

The last case has taken us to compare, the 

relatively small number of observations with 

relatively high precision (fig. 3). For further research 

was chosen time series Experiment 1 and the model 

of ARIMA (2,0,1). The next stage of research is to 

analyze the autocorrelation and partial 

autocorrelation functions which will highlight the 

trend. 

 

 

 

 
                                         a                                                                                                 b 

Figure 3 – Chart data distribution test Experiment 3:  

a – schedule distribution for Experiment 3, b – histogram Experiment 3. 
 

 

Figure 4 shows an autocorrelation and partial 

autocorrelation functions. Figure 4 can be seen a 

single case going beyond the confidence interval. But 

since we are dealing with a very specific number, we 

can try to build a forecast model data parameters. 
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                                                          a                                                                                           b 

Figure 4 – Model ARIMA (2;0;1) Experiment 1:  

a – autocorrelation function; b – partial autocorrelation function 

 

 

As we can see (Fig. 5) in our case we have a 

kind of average predictive value of real values of the 

schedule time series. This result is not entirely 

satisfactory, although the explanation for this 

prediction main reason is the complexity of the time 

series we have selected for prediction.  

 

 

 
Figure 5 – Forecast ARIMA (2,0,1) series Experiment 1 with a confidence interval 0.9 

 

 

One way of improving the forecast is expanding 

forecasting tools. The consensus forecast is a 

combination of several projections performed by 

different organizations or specialists or by using 

different methods. The result is a prediction formed 

as a linear combination of independent forecasts. 

Conclusions 

In this article was based methods of forecasting 

the characteristics of measuring channels of technical 

systems using time series models ARIMA, used real 

random numbers generator. Based on the research 

the amount of data required parameters of the model 

and the accuracy of the forecast. We examined ways 

to improve the prognosis, as the possibility of using 

more than ARIMA method are alternative ways that 

may need to use in practice in case of low quality 

prediction, quantitative and qualitative characteristics 

of time series due to the nature of observations.  

In further researches need to consider ways to 

improve the prognosis and the possibility of using 

other alternative methods to be used in practice, 

which can improve the accuracy in production 

processes. 
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