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Abstract - This paper aims to evaluate the use of machine
learning techniques in a database of marine accidents. We
analyzed and evaluated the main causes and types of marine
accidents in the Northern Fluminense region. For this, machine
learning techniques were used. The study showed that the
modeling can be done in a satisfactory manner using different
configurations of classification algorithms, varying the activation
functions and training parameters. The SMO (Sequential
Minimal Optimization) algorithm showed the best performance
result.
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I. INTRODUCTION

he scenarion of this study includes inquiries mbgehe
Brazilian Navy on maritime accident involving statind
mobile oil rigs, merchant ships, fishing and legssboats from
all different countries in the area of the CampssiB and in
the beaches of the North Rio de Janeiro state ksach
These inquiries follow the rules of the Maritimelgt, IMO

technigues can reveal other information differewninf those
that were extracted using classic statistical amlechniques
[2].

As far as the authors know, we did not find urti¢ tdate
this paper was written in the Brazilian literatareesearch that
deals with maritime accidents with non paramerid awon
linear techniques. This is probably due to the that the data
gathering step involves a rigorous non trivial doeat
analysis (which will be described in the next satti Based
on this lack of work, we opted to use a set of Maeh
Learning algorithms.

The contribution from this research is the knowkdg
extraction on the main factors that cause maritioeidents,
with the goal of supporting and guiding the Braailimaritime
organizations, the waterway professionals and tlaitinme
accident inquiries department from the Macaé prgciwith
the goal of minimizing or avoiding future accidertsrrecting
and analyzing the situations based on past ingdent

This paper is organized in four sections besidds th
introfuction. Section 2 discussed the materials amethods
and describes the methodological and technical eghaes

(International Maritime Organization and NORMAN-092@dopted in this research, from the data gatherimg jare-

(Norms of te Maritime Authority for Administrativiequiries),
which was created by the Department of HarboursSirates.

According to the domain described above, the rgail of
this study is to analyze and evaluate the mainesaasd the
types of recurring maritime accidents that happeimedhe
jurisdiction of the Harbour Capitain at Macaé Pmeti(Rio de
Janeiro).

Our goal is to find out which are the main factokted to
maritime accidents as a function of the differeppes of
accidents involving ships and platforms. The arislyand
evaluation of the database are based on SuperMsetiine
Learning Techniques (predictive model), with
classification method.

processing to the selection of algorithms used tedtests
organization. Section 3 discusses the previous svalated to
this investigation. Section 4 presents the besfopmances
verified to each learning algorithm and finally,csen 5
presents our conclusions and discusses possibie fwbrks.

A. General Goals

The goal of this investigation is to use non pat&neon
linear techniques such as those based on Machiamibg.
We seek to extract knowledge from the main fadtat may
cause accidents and other navigation facts.

the e also seek to help maritime organizations, watgrw

professionals and the maritime accident inquidepartment

The study of maritime accidents with machine le@gni from the Macaé precinct offering the most probataleses for

1Marcus Vinicius S. de A. Reis, e-mail: mareis@ititburf
Leila Weitzel, e-mail: leila_weitzel@id.uff.br

each accident of navigation fact with the goal @fimizing or
avoiding a future accident.
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The studyof maritime accidents with ML techniquas also
reveal new information different from those thavé been
extracted using classical statistics.

The goal we intend to reach is to discover which #e
main factors that cause maritime accidents and hehethe
results found confirm the conclusions of the peried
inquiries.

B. Specific Goals

We also sought to evaluate the different learniggrithms
in order to analyze which of them better modelsphable of
accidents and navigation facts. The classificatdgorithms
tested were K-Nearest Neighbor (KNN), Multilayer
Perceptron (MLP), Bayesian Networks (BAYESNET) and
Sequential Minimal Optimization (SMO).

It is important to point out that the algorithmsegented
here were those that presented the best results &re
selected set of algorithms from tNe&EKA software package.
We tested other algorithms, such REPTree, among others

* We intend to perform a documental research in th@at are included in that package, but their pemforce was

processes and general document related to accidemis
navigation facts that happened in the Campos Basinin the
North Rio de Janeiro stated beaches;

« Extract the data related to accidents and navigdtet
that are scattered in all thes documents; tabdlati® extracted
from these documents beginning an explatory arsmlysthis
data;

« Perform a literature review on the papers relatethe
theme of this research seeking specially for ingatbns that
dealt with the same aspects;

« Research diffrente machine learning based datysisal
methods and select those that comply with the tgeston
requirements, such as supervised predictive algosit

¢ Analyze and select a tool which implements thectete
algorithms, prioritizing tools that are freely dibtited or that
have an academic version;

* Pre-process the gathered data in order to comply wi

data input requirements;

* Create different test cases in order to evaluage th

performance of each method; and

e Perform the simulations with the diferent resultsd a
gather the findings and validations found to coroethe
conclusions.

The research can be defined according to its geals
exploratory and explanatory, identifying factorattdetermine
or contribute to the occurrence of the phenomendemun
analysis. As to the means, this investigations deesimental
and experimental methods to explored the case study

Hnce, the methodological approach is subdivided ihtee
steps. First, we performed the documental resdarghher ata
from 2009 up to 2015. We manually gathered in tdta2
records which consist of the final documents ofjtiigement
of navigation accidents investigated by the Harb@Gapitany
from the Macaé Precint, which were transformed joridic
processes and are scattered in different documsutd) as
reports and, expert analysis. These documents rganiaed
into folders and subfolders according to the ybardccident
happened.

After the documental research, the second stepistedson
tabulating the data into a spreadsheet. The datsotidation
obeyed the main research criterion, that is, usthg
determinant causes pointed by the Harbour Capitenythe
Maritime Court as the fundamental causes for tHéerént
types of accidents and based on the guilt assignedhe
juridic decisions, expert analysis and reports.

MATERIALS AND METHODS

inferior.

The database was analyzed using IWEKA software
package, which is widely used in the literature @hdreely
distributed [2].

A. Database

The data was collected from legal documents in fiaxbat
with extensions *.doc and *.pdf with non standaediz
formatting, that is, non structured data.

The document collection included 132 accident fitesl
their respective legal decisions and reports froma years
2009 up to 2015. The records from the legal decssiare
available at the electronic address of the Marit@oert [15].

After gathering the data we performed the pre-pmsicg
phase, specificed in the paragraph below. The datahlvas
made of 14 attributes with 132 instances.

The database has six binary variabls and eigkgoatal

variables, which are grouped as follows:
« Wheather conditions: sky (cloudy or clear). The atke
information is inserted into the process basedestinhonial
information, on instrumental records or on navigati
warnings. If it is not possible to identify the reanditions in
a specific navigation accident, it is still possiltd demand the
environmental information bulletin created by theavid
Hidrographic Center which is hosted within the Ngation
and Hidrography Department, which will report theas
conditions, visibility, wavs, currents and whethat the
moment the accident happened, there was any badthene
warning for all sea farers;

« wind (weak, moderate and intense);

« current (CORR) (good, moderate, adverse);

« visibility (VISI) (good, moderate, bad);

« time of day (HR) (morning, afternoon and night);

» type of vessel (TE) (oil rig, fishing boat, tuggimhgat,
etc). All the vessel types are calssified by thazZdian Navy,
and can be looked up in the maritime autority norms
(NORMAM-09, 2017). Not all vessels classified aregent in
the navigation area selected for this work. In &mpos
Basin area, there are the following vessel typgging boat,
FPSO, for Floating, Ptoduction, Storage and Offiogd
which are ships that are able to process, stored@stdbute
the oil or gas production, Supply (a supply ship da rigs),
oil rigs (both fixed and mobile), fishing boats,rga ships,
tanking ships, dinghys, passenger transport vessetssports
and leisure vessels, which are divided in yatchstorboats.
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jet skies and sailboats;

¢ Accident type (AT) (collision, fire, shipwreck, ¢icThe
accident type can be seen in Appendix A. Accidentsh as
shipwrecks, beaching, collisions, explosion, fimed adivers
accidents are the ones that usually happen in uhisdiction
are we investigated. It is important to point ob#tt the
navigation facts are not under study, being usex rtiost

number of hits (correct classifications) for eacletmod.
Accuray is one of the main metrics, being an imgutrt
indicator to evaluate how correct is a specificssification
method and can be applied together with the nedtion[18];

» Kappa Statistic [5], which indicates how cohesihe t
data is classified within the classification tadkis metric
offers us an idea on how much the observationgrdifom

common accidents in the Campus Basin in Rio deidanethose that would be expected from a random digtdbu It

State; and

« Main Cause (CP), defined by the judge, and whichtma
navigation error, manoeuvering error, inadequatevage,
passenger or cargo in excess; maintenance or aldtire,
failure to comply with security measures, recklesisudes,
mapractice, negligent atitudes, fortukgfce Majeure, sea
misadvenure and/or indeterminate cause. The typks
navigation accidents have a determinant cause anchse
where there is lack of evidence and/or the mairseawannot
be identified, the accident under investigatiortlassified as
having an "indeterminate cause".

It is important to point out that using the Wekdtware it
was not necessary to discretize categorical vasabhd that
the set of variables is stored in a .arff dateblds.classified
using the WEKA software and the database is compieade
of 132 instances which consist of the collected itinze
accidents.

The binary variables were discretized as absenta(®)
present (1) in the WEKA software and are groupdd the
following classes:

e consequences: personal accident (AP);

< material damages (DM);

« fatality (FAT): every action begets a reaction amdnost
cases, maritime accidents cause personal accidémy,
material damages (DM) and, in the worst scenaitgtality
(FAT). One of the main goals of this research iprtevent or
even avoid accident consequences. (DPC, 2016)udhr
(NORMAM-09,2003) presents some consequences
navigation accidents: a death or severe injuriea iperson,
material damage in a ship, beaching or ship indtgiam,
involvement in a collision, severe damages to tihndrenment
or the possibility of such damages, due to the desi@aused
to one or more ships.

After the pre-processing phase, we began the mgisiep,
where we used the different algorithms and parameigch as
learning rate, error rate and others.

We used k-fold Cross-Validation (k=10) [1] to evatlel the
generalization ability of the classifier. It consisn dividing
the database inth subsets and usirk1 subsets for training
and 1 for testing. The training and testing iseapd with all
k subsets and the average performance in all traiaimg
testing bases is used as an indicator of the nmpgsity.

The performance evaluation of each classifier wasrgby
the following metrics:

e Accuracy [10] (proportion of correct classification
equals to the number of correct classificationsdaigt by the
number of instances in the database. This metdcriees the

varies from 0 to 1, where 1 represents perfect sioheand
zero represents no cohesion at all (random event);

» Precision: is the porportion of instances thataneectly
classified divided by the number of examples thatthassified
within that class. Precision takes into considenéilth retrieved
documents, but can also be evaluated accordingsgeeific
data slice, considering only the higher resultsirretd. For
instance, for a research into text, from a datapecision is
the number of correct results divided by the nunifeesults
returned. Precision is also used with recall, inicivhthe
percentage of all relevant documents is returnethbysearch
[18];

* Mean Quadratic Error: this is an evaluation mettfiien
used with regression models. The mean quadratic &om a
model when applied to a dataset is the averagkeo$quared
prediction erros on all its instances. The predictrror is the
difference between the true value and the predictdde for
each instance [17].

We applie the CAPTCA test-Categorical Principal
Components Analysis, a technique that seeks to reduce the
dimensionality of a set of variables while keepthg highest
possible variability. CAPTCA quantifies the categbr
variables using an optimal scaling, attributing evical
quantifications for each category of each qualitatrariable,
allowing for a posterior analysis of the princigaimponents
of the transformed variables. The autovectors shosvder of
the higher to the smaller calculated variance aedautovalue

foas a meaning equivalent to the variance explaiyedach

autovector [19].

CAPTCA is based on categorical variables with ieteg
values and variables that are not integer mustideatized.
Its optimal scaling apporach allows for variablesbe scaled
in different levels. Categorical variables areojtisn
qguantified in the specified dimenson and as a tesah linear
relationships between variables can be modellefl [20

The dimensional reduction occurrs because thetastipal
components can be discarded with minimal loss fofination
on the set [6] - [12].

The analysis was performed using the SPSS softfAdie
the adjustment level of the ideal scale was theinalnone and
the discretization was made using the clusterinthotkbased
on the total number of categories verified for eaehiable.
We did not need to choose a statregy to deal widsing
values, for there were none of them.

The normalization method was the Principal bjestoption
that optimizes distances among objects. Accorairfd 2], this
method is useful when the research is mainly fotume the
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differences and similarities among the objects.

There are few, if any,
guantitatively, that is, in termos of statistical leeuristical
appoach, with maritime accident data in Brazil arpre
specifically, in the region of Macaé, in the stafeRio de
Janeiro.

Santos [14] performs a statistical analysis of &kss
accidents in Brazilian waters, with focus on watelution.

Zhang et al. [16] use Approximative Set Theory (A8% a
tool in data mining. The purpose of this technigaut find all
objects that offer the same type of informatiort, ieathat are
not discernible. The approach allows for the anslysf
maritime accidents in multiple dimensions and odtls
accidents based on the study variables, in thig,casssel
characteristics, environment (temperature, windis) @mong
others involved in the accident. The study wasgreréd with
data gathered from 2003 up to 2009 from the Chiaaitivhe
Safety Administration (MSA).

The works described in [3] and [4] (which completneach
other), seek to estimate the dependency on thetimeari
accidents causes in Greece, in order to understenefficacy
of the ISV Code - International Safety Management Code,
defined by the International Maritime Organizatlanthese
resarches the author seek to evaluate the most eoroause
of the accidents, using data mining techniquesne of the
works, making special use of decision trees. Thbas also
point out that most research in literature in basedlassical
statistics techniques.

Once more we call your attention to the fact thafa as
our knowledge goes, there are no studies that a&tealu
maritime accidents using an heuristic approach. Stoelies
found use only statistical methods to evaluatecthese and the
determinant factors that influence on a specificident. The
advantage of our research is to use machine laarni
techniques to find information with a precision ééwnigher
than the one found in works where classical stesistre used.

Thre are few researches that deal quantitativeligiewith
statistical or heuristic techniques) with maritimecidents in
Brazil, specially in the region of Macaé, in thatstof Rio de
Janeiro.

RELATED WORK

IV. RESULTS

A. Exploratory data analysis

The percentage of the variance explained for
dimensions was 94,65%. Figure 1 presents an appkadhple
of the loading component for the two dimensionsutsoh
calculated using the CATPCA test.

research papers that de

0,5

Dimension 2

0,5

Dimension 1
Fig. 1. Component Loading for the two dimensioluson.

Variables EMB, CP, FM and DM are almost orthogdwoal
the variables CORR, CEU and VENTO, which means that
their linear correlation is approximately zero.

The transformed variabled (AT+HOR) have obtusdemg
with the variables (DM, FM, CP and EMB) and alsoitlvthe
variables (VENTO, CEU and CORR), which means thay/t
have a negative linear correlation.

The transformed variables (HOR-AT) and (FAT-AP)
coincide, which means that the have a perfect ipesiinear
correlation.

The transformed variable FH-FOP is approximatelyha
bissection of the angle formed by thetransformedatées
(VENTO and HOR+AT), which means that it can be teritas
the sum of these transformed variables.

We extracted 32 principal components out of the 45
discretized variables. The variation is considexalvhn
compared to the initial 14 variables happens bexaus
CAPTCA requires the discretization of the binaryiables
considering each discretized element, increasiagntimber of
variables.

The extraction criterion follow the variability gwortion

xplained - we required at least 96% of the tdtathe Screen

It test, we would obtain then 25 principa compsenith
approximately 85% of the variability explained. line
autovalue criterior, we can find 22 components witty 82%
of the variability explained. We decided fo the Heg
variability and kept 32 components.

The results are described in the next subsectioth
separated according to the type of tool (softwased.

an

B. WEKA results
We made different tests with different paramet@éve. show

twih this paper only the ones who achieved meaningsiits.

Different algorithms used for classification in thigerature
were duly testes. Nevertheless, because of thesliafi this
research, only the best results will be descritexé.h

For each test we performed a pre-processing, which
generated different results. In the tests used, désired
outputs were CP (main cause) and AT (accident type)

The results showed that two variabled (FH and FIAGg an
imporance percentage of less than 10%, that isy the
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contributed very little to the correct classificati This way,
we decided to exclude these variables from the tinphe
variable VISI (visibility) had not impact in the fermance of
the classifiers and was also excluded from thes.teBhis
approach made it evident that those variables had
contribution to the correct classification.

We tested the following algorithmsSMO, BayesNet,
Multilayer Perceptron e KNN, with 10-fold cross validation. In
this approach the tests we made for each main sguddeof
them) and accident types (9 of them). The resuitpeesented
in a short format so that the best ones can beyzathlin the
scope of this research.

Table 1 shows the results of the training for alrf
algorithms for he analysis of the output varialdeident type
equals "ramming". There are 132 instances and wedf&0%
of the instances correctly classified with the aiyons
Sequential Minimal Optimization andBayesNet.

TABLE |
ALGORITHM RESULTS FOR THE OUTPUTRAMMING"
Output Accident Type (RAMMING)

SMO | BAYESNET | MPERCEPT.| KNN
Accuracy 80% 80% T1% 76.5%
K Statistic: 0.59 0.58 0.53 0.53
Precision 80% 79% 7% 77%
Mean 0.44 0.37 0.44 0.45
Quadratic Errof

Table 2 shows the results referring to all algonghfor the
output variable accident type equals "fire". Itoalsas 132
instances and in this case we correctly classB@®% of the
instances with the algorith@equential Minimal Optimization.

TABLE Il
ALGORITHM RESULTS FOR THE OUTPUTFIRE"
Output Accident Type (FIRE)
SMO HRTES MPERCEPT.| KNN
Accur acy 89.3% | 84.8% 87.8% 81.8%
K Statistic: 0.72 0.63 0.69 0.54
Precision 89.4% | 86.4% 88% 82.6%
Mean
Quadratic 0.32 0.32 0.32 0.39
Error

Table 3 presents the results concerning the sagogithims
trained for the output class main cause, when #gsal do
"maintenance error". There also are 132 instances vee
achieved correct classification in 89,3% of thednses with
the algorithmSequential Minimal Optimization.

TABLE Il
ALGORITHM RESULTS FOR THE OUTPUTM AINTENANCE ERROR'

Output Main Cause (MAINTENANCE ERROR)
BAYES

SMO NET MPERCEPT. | KNN
Accur acy 89.3% | 73.48% 74.24% 66.66
K Statistics 0.72 0.40 0.36 0.16
Precision 89.4%| 77% 74.24% | 66.1%
Mean
Quadratic Errof 0.32 0.42 0.49 0.53

Table 4 presents the results for the same algositiomthe
output class main cause equals to "Sea Misfortu@eit. of
132 instances, we achieved 89,3% correct clastditavith
the algorithmSequential Minimal Optimization.

TABLE IV
ALGORITHM RESULTS FOR THE OUTPUTSEA MISFORTUNE'

Output Main Cause (SEA MISFORTUNE)
BAYES
SMO NET MPERCEPT.| KNN
0, 0, 0
Accuracy 89.3% 86.36% 90.90% 94.6%
K Statistic: 0.72 0.18 0.28 0.50
Precision 89.4% | 90% 91% 94%
Mean
Quadratic 0.32 0.29 0.24 0.21
Error

Table 5 presents the accuracy results for the aihguts
and ratifies the excelent performance of tBequential
Minimal Optimization algorithm, which kept finding between
88.9% and 100% correct classifications both formmeduses
and accident types. The results are more detailekhhex A
of this paper.

TABLE V
BEST RESULTS FROM THSMO ALGORITHM FOR THE OUTPUTS COLLISION",
"DRIFTING" AND "BEACHING"

SEQUENTIAL MINIMAL OPTIMIZATION
(Simple L ogistic) - Accuracy
UNDETERMINED
0, 0
COLLISION 95.4% CAUSE 97.7%
DRIFTING 95.5% FORTUITY 89.3%
BEACHING 99.2% | MALPRACTICE | 89.3%
FAILURETO
COMPLY
WITH 96.21%| SHIPWRECK 99.2%
SECURITY
MEASURES
MANOUEVER 0 0
ERROR 96.96% DIVING 100%
MACHINE o NEGLIGENT 0
FAILURE 97.1% ATTITUDE 88.6%
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Several cases were tested to evaluate the bedsresith
different configurations and variable. In order rtify the
excelent perfornance fo tigegquential Minimal Optimization
algorithm, for both output classes, all other Vialea were
classified using this algorithm. We present here tasults
referring to the variables Collision, Drifting, Bgang,
Machine Failure, Diving, Shipwreck, Failure to Cdynpvith
Security Measures, Undeternined Cause, Fortuitynddaver
error, Negligent Attitudes and Malpractice. It isportant to
poin out that the K Statistics varied from 0.39 1d0,
Precision from 89,3% to 100%, Recall from 0.8640t692,
Mean Absolute Error and Mean Quadratic Error bdtise to
0, standing in the range 0.087 to 0.337.

V. CONCLUSION

The research intened to analyze and evaluate thia m
causes and the accident types that were reporttak iMacaé
Precinct of the Harbour Authority. It sought to iferif the
results found confirmed the conclusions in the irigs.

Analyzing the results found in the algorithms Maler
Perceptron (MLP), Bayesisan NetworkBAYESNET) and
Sequential Minimal Optimization (SMO), we found dhiat all
algorithms had a classification performance abd8 8which
is considered a good result and that Sequentialinhin
Optimization (SMO) had the best performance, beiegy
efficient to model the problem.

Taking into consideration the good performance o t
Sequential Minimal Optimization algorithm for different
configurations, we can say that it is possible ital fgood
results while modeling the proble.

We can see that th&equential Minimal Optimization
algorithm had the best results on the Kappa Stafis}, which
indicates how cohesive was the classification,ngjuis a good
idea on how the observations are similar to thesetqa ones,
representing agreement as to the classificatiantses

The Principal Component Analysis was associatethé
idea of reducing the database with the smallestiplesloss of
information and to validate the results found.

This study showed that it is possible to model ghablem
with good results using different algorithms.

It is important to point out that in all the evalad cases, the
variable that achieved the higher importance wasothe that
represents lack of material maintenace with 23%t (i, the
lack of compliance with the minimum standards afvantive
or corrective maintenance both in oil rigs and ugding or
supply ships), and we could see a higher prevalehdais
factor in the fire and ramming types of accidents.

The next most important variables were reckless an

negligent attitude, both with 13% of significanéenegligent

atitude occurs when someone does not take a N€LESSa  pp:/ww.helsinki.fil~komulain/Tilastokirjat/IBMBPSS-

measure or shows a counduct different than theeapected
for the situation. Someone acts with carelessriedderence
or lack or attention when he does not take theptaeautions,

as in a navigation error that causes a shipwrexkinktance,
while imprudence means a rash or non cautiousractio

In the imprudence case, it is not lack of actionsim by
omission, as in negligence. In this case, the pessts but
takes a course of action different from the expkotee, as in
the case when one does not follow a security rule.

The variables which were attributed the smallegtdrtance
in all cases were, in order: human factor, when e
psichological factor influences in the accidentafiity, when
there is a death related to the accident and litgibwhich
references an attribute of the wheather conditiamsn we are
dealing with sea misfortune.

As future works, we intend to first verify the adecy of
other learning algorithms to modelling this problefnsecond
issue is to collect a larger database, non onlgp ffam the
Campos basin, but gathering data from all Braziling us a
larger database. The third issue we need to dorielate te
outputs that show similar variables influencingtbe accident
type in order to verify whether a type of acciderftuences
the classification of the other. Last but not leagt intend to
study related areas, such as traffic accidenterder to learn
the techniques and try to apply here, in orderet i we can
get better results.
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Annex A — Results from the algorithms K-

Nearest Neighbor, Multilayer Perceptron,

Redes Bayesianas and Sequential Minimal
Optimization

CT11- Output " Accident Type' (RAMMING)
smo| Bavesner| MPERCEPT L \N
Accuracy 80% 80% 7% 76.5%
K Statistics 0.59 0.58 0.53 0.53
Precision 80% 79% 77% 77%
Recall 0.8 0.79 0.77 0.76
F Metric 0.8 0.79 0.77 0.76
ROC 0.8 0.87 0.85 0.81
Absolute Mean 0.19 0.24 0.24 0.28
Error
Mean Quadratic 0.44 0.37 0.44 0.45
Error
CT12- Output " Accident Type" (FIRE)
SMO BavEsneT|  MPERCEPT (N
Accuracy 89.3% 84.8% 87.8% 81.8%
K Statistics 0.72 0.63 0.69 0.54
Precision 89.4% 86.4% 88% 82.6%
Recall 0.894 0.84 0.87 0.81
F Metric 0.894 0.85 0.88 0.82
ROC 0.86 0.92 0.92 0.86
Absolute Mean 0.10 0.2 0.12 0.22
Error
Mean Quadratic 0.32 0.32 0.32 0.3
Error
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CT13- Output " Accident Type" (COLLISION)

SMO BAYESNET MPERCEPT] KNN
Accuracy 95.4% 90.9% 90.15 93.18
K Statistics 0,00 (-)0.04 (-)0.05 (-)0.0
Precision 91.1% 90.9% 90.9% 91,00¢4
Recall 0,955 0,909 0,902 0,932
F Metric 0,932 0,909 0,905 0,921
ROC 0,500 0,448 0,371 0,529
Absolute Mean
Error 0.037 0.10 0.09 0.10
Mean Quadratic
Error 0.19 0.26 0.29 0.27

CT21- Output " Determinant cause" (MAINTENANCE ERROR)

SMO BAYESNET MPERCEPT] KNN
Accuracy 89.3% 73.48% 74.24% 66.6p
K Statistics 0.72 0.40 0.36 0.16
Precision 89.4% 77% 74.24% 66.1%
Recall 0.894 0,735 0,742 0,66V
F Metric 0.894 0,745 0,742 0,664
ROC 0.86 0,780 0,700 0,656
Absolute Mean 0.10 0.28 0.29 0.39
Error
Mean Quadratic 0.32 0.42 0.49 0.53
Error
CT22- Output " Determinant cause" (SEA MISFORTUNE)
SMO BAYESNET MPERCEPT] KNN
Accuracy 89.3% 86.36% 90.90% 94.6%
K Statistics 0.72 0.18 0.28 0.5(
Precision 89.4% 90% 91% 94%
Recall 0.894 0,864 0,909 0,947
F Metric 0.894 0,879 0,909 0,942
ROC 0.86 0,855 0,852 0,912
Absolute Mean 0.10 0.12 0.07 0.04
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Error

Mean Quadratic
Error

0.32

0.29

0.24

0.21

CT25- Output " Determinant cause" (NOT FOLLOWING SECURITY
MEASURES)
SMO BAYESNET MPERCEPT KNN
Accuracy 96.21% 88.63% 92.42% 94.69%
K Statistics 0.52 0.15 0.24 0.34
Precision 96.4% 90.4% 91.5% 93.6%
Recall 0.962 0,886 0,924 0,947
F Metric 0.954 0,895 0,919 0,935
ROC 0.688 0,794 0,762 0,457
Absolute Mean 0.37 0.13 0.08 0.09
Error
Mean Quadratic 0.19 0.29 0.25 0.25
Error

SEQUENTIAL MINIMAL OPTIMIZATION (Simple L ogistic)

COLLISION DRIFTING BEACHING

Accuracy 95.4% 95.5% 99.2%

K Statistics 0,00 0.38 0.66
Precision 91.1% 95.7% 99.2%
Recall 0,955 0.955 0.992
F Metric 0,932 0.941 0.991
ROC 0,500 0.625 0.750
Absolute Mean Error 0.037 0.04 0.007
Mean Quadratic Error 0.19 0.21 0.087

SEQUENTIAL MINIMAL OPTIMIZATION (Simple L ogistic)

NOT
FOLLOWING UNDETERMINE
SECURITY D CAUSES SORUCHIRY
MEASURES
Accuracy 96.21% 97.7% 89.3%
K Statistics 0.52 0.56 0.27
Precision 96.4% 97.8% 89.4%
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Recall 0.962 0.977 0.894
F Metric 0.954 0.973 0.860
ROC 0.688 0.700 0.588
Absolute Mean 0.37 0.022 0.10
Error
Mean Quadratic 0.19 0.150 0.32
Error
SEQUENTIAL MINIMAL OPTIMIZATION (Simple L ogistic)
MACHINE DAMAGE DIVING SHIPWRECK
Accuracy 97.7% 100% 99.2%
K Statistics 0.00 1,00 0.96
Precision 95.5% 100% 99.3%
Recall 0.977 1,00 0.992
F Metric 0.966 1,00 0.993
ROC 0.50 1,00 0.996
Absolute Mean Errof 0.022 0 0.007
Mean Quadratic 0.150 0.087
Error 0

SEQUENTIAL MINIMAL OPTIMIZATION (Simple L ogistic)

MANOUEVER MALPRACTIC
ERROR NEGLIGENCY E
Accuracy 96.96% 88.6% 89.3%
K Statistics 0.699 0.34 0.72
Precision 97.1% 86.7% 89.4%
Recall 0.970 0.886 0.894
F Metric 0.966 0.868 0.894
ROC 0.778 0.634 0.86
Absolute Mean Error 0.030 0.113 0.10
Mean Quadratic Error 0.174 0.337 0.32
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