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Abstract: High utility webpage set states to those set of webpages which have high utility value in a weblog 

database. To find high utility item sets from transactional databases, there exist various algorithms. However, these 

existing algorithms mostly deals with data like- categorical, time series, binary etc. The weblog data is different from 

other types of data. The utility webpages extracted from the log data can be used for knowing the user’s behaviour. 

In this research paper, two algorithms named HUWSM (high utility webpage sets mining) and HUWP-FP (high 

utility webpage sets - frequent pattern) Tree have been developed and used for efficiently mining high utility 

webpage sets from web log database. Along with this, a pattern generation technique based on the ‘Jaccard 

Similarity’ is also included in this method. The HUWSM method has also been compared with various other existing 

methods. This algorithm has shown a much better performance and more effectiveness over other algorithms like 

FHM, HUI-MINER and IHUP methods in terms of memory consumption and execution time. 

Keywords: Web usage mining, Frequent pattern, High utility webpage sets, Jaccard similarity, Weblog. 

 

 

1. Introduction 

The web mining [1] procedure is like data 

mining process. The difference is generally in the 

data collection. In traditional data mining, the data is 

often already collected and stored in a data 

warehouse. For Web mining, data collection can be 

a substantial task, especially for Web structure and 

content mining, which involves going through a 

large number of target Web pages. Web Content 

Mining: Web content mining extracts or mines 

useful information or knowledge from web page 

contents. For example, we can automatically classify 

and cluster web pages according to their topics. Web 

structure mining: Web structure mining discovers 

useful information from hyperlinks, which represent 

the structure of the web.  For example, the 

communities of users, who share common interest, 

can be discovered. Web usage mining [2] refers to 

the automatic discovery and analysis of patterns in 

click stream and associated data collected or 

generated as a result of user interactions with web 

resources on one or more web sites [3,4].  

Conceptually, its main objective is to capture, model 

and analyse the behavioural patterns [5] and profiles 

of user’s interactions with a website. The overall 

web usage mining process can be divided into three 

interdependent stages: data collection, pre-

processing, pattern discovery, and pattern analysis. 

Various popular techniques are available in data 

mining for extracting information from weblog data. 

According to [6], association rule mining finds sets 

of data items that occur together frequently. 

Sequential patterns mining find sets of data items 

that occur together frequently in some sequences. 

Clearly, they can be used to find the patterns in the 

web log data [7] using support and confidence value. 

For example, in web usage mining, association rule 

mining can be used to find user’s visit and purchase 

patterns, and sequential pattern can be used to find 

user’s navigation patterns. Since, traditional 

frequent item sets mining algorithms cannot 

evaluate the utility information about item sets. Thus, 

the item sets extracted may be frequent but not 

profitable or high utility [8] item set. This problem 
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can be solved by taking into account the utility value 

of each item for appropriate result. The utility of 

webpage item refers to profitability value and 

interestingness [9] of the webpage [10]. In a web 

transactional database, the utility of a webpage rests 

on two types of utility: internal utility (IU) and 

external utility (EU). Internal utility (IU) [11] 

indicates importance to some webpage in every 

transaction (i.e. number of times the webpage is 

referenced in a session) and external utility consists 

of impor¬tance of distinct item [12, 13]. A webpage 

is of high utility [14, 15] if its utility is greater than 

the minimum specified utility value.  

The proposed method HUWSM focuses on 

magnitude of utility value rather than quantity of 

webpage sets. High utility frequent pattern (HUW-

FP) tree [16] data structure helps to store frequent 

high utility webpages in a compact form. Thus, 

patterns of high utility webpages can be obtained 

with only two database scans and it avoids the 

frequent web database scan. This applies MTU 

value and jaccard similarity (JS) approaches and 

takes into account only the high utility webpage sets 

and discard the low utility webpage sets lower than 

the given threshold value. Consequently, it gives 

better result as compared to existing methods FHM, 

IHUP, HUI-Miner. The proposed method performs 

well in terms of time and space complexity.  Overall, 

the proposed method is better than the previous state 

of the art methods for mining high utility webpage 

set. The rest of this paper is organised as follows - 

Section 2 presents related works. Section 3 presents 

preliminary terms and related definitions. Section 4 

demonstrates about utility quantization for items in 

web transactions database. Section 5 shows 

methodology for high utility webpage sets mining. 

Section 6 presents the experimental evaluation of 

method HUWSM. Section 7 presents a conclusion 

and future works. 

2. Related works 

This section covers related research work done 

over the high utility item set extraction. There exists 

huge number of research literatures on this 

particular topic. [6] used the a priori to mine the 

association rule between sets of items in large 

databases but it requires the large number of 

database and computation time. [17] Proposed a 

two-phase algorithm for fast discovery of high 

utility item sets. But it performs multiple scans of 

database and generates many candidate Item sets. In 

paper [18] developed ‘U mining’, an algorithm for 

mining item set utilities from Transactional 

databases. This algorithm applies the pruning 

strategy to reduce the search space for finding the 

high utility item sets. Due to the pruning process, it 

misses some utility item sets. ‘U mining’ still suffers 

from this above shortcoming in the algorithm.  

Moreover, according to [14], a novel algorithm for 

mining high utility item sets has been proposed. 

This algorithm is still time and memory consuming. 

Authors in [17], have given HUI_Miner (high utility 

item sets miner) and the proposed algorithm for 

mining high utility item sets without candidate 

generation to reduce the costly execution time. This 

performs costly join operations on each pattern 

search.  In [18], proposed an IHUP, the efficient tree 

structure for high utility pattern mining [19, 20] in 

case of incremental database. This algorithm 

generates huge sets of PHUI when threshold is kept 

low for the long transactions.  In [21] proposed two 

algorithms UP_Growth and UP_Growth++, both are 

efficient algorithms for mining high utility Item sets 

from transactional database, but both the algorithms 

are complex for solution due to tree data structure. 

[21] Proposed a method FHM-fast high utility 

mining for large memory overhead. This is still 

suffering from large memory overhead. The FHM 

[22] algorithm occupies a large amount of memory 

space and it is time consuming too, because it 

computes all the candidate sets which makes it 

difficult to handle larger databases. In [23], IHUP 

recommends three novel data structures to 

efficiently perform incremental and interactive HUP 

mining. 1. (IHUPL-Tree) - incremental HUP 

lexicographic tree is arranged with the items in 

lexicographic order and introduced as a branch 

within the tree. 2. IHUPTF-Tree - The IHUP 

transaction frequency tree; here, tree nodes are 

organized in descending order as per their 

transaction frequency (TF) so as to items coming 

from several transactions can be placed in top of the 

tree, and consequently, higher prefix-sharing can be 

done. 3. IHUP transaction weighted utilization tree 

(IHUPTWU-Tree) is created in the transaction 

weighted utilization (TWU) value of items in 

descending order. IHUP generates a frequent pattern 

for all candidate item sets (favourable and 

unfavourable). [24] proposed a kHMC, an efficient 

algorithm for mining the top k high utility item sets, 

using novel threshold and pruning strategies, 

pruning strategies - RIU, CUD, COV, efficient in 

terms of memory and execution time to state of art 

algorithms. This requires proper trade off among 

high utility item sets, memory and running time. 

[26] Proposed HUIM, an efficient algorithm for 

extracting the high utility item sets from weblog 

data sets. They applied the cosine similarity method 

and high utility item sets tree structure to find 
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similar item sets from the web log data. It requires 

only two scans in the database; this still requires 

memory and running time optimization. The authors 

in [27] have performed efficient mining of high 

utility item sets from large database by their 

proposed algorithm CTU-PROL. Again, this 

algorithm also suffers from large computation time 

and it requires appropriate improvement in the 

algorithm to reduce the computation duration. 

3. Preliminary terms and related definition  

In this section, we describe the basic 

representations used for high utility webpage sets 

mining, including the concepts of the utility of an 

item set in the transaction of web log datasets.  

Let WP = {wp1, wp2, wp3, wp4 ……. wpn} be 

a set of web pages. Each web page wpj ∈ WP has 

its own external utility, represented as EU. The 

external utility (EU) of a web page can be profit, 

cost, and other user-defined factors.  A set X ⊆ WP 

is called K-webpage set if X contains k webpages. A 

transactional weblog database D= {t1, t2, t3, t4…. 

tm} contains m transactions in which each 

transaction tm⊆ D is tuple containing: (1) a distinct 

identifier for transaction Tid; (2) a webpage set Y⊆
WP where each wpj ∈ Y links with internal utility 

that means number of occurrences of wpj in tp and it 

is represented by IU (wpj, tp), Further, if X⊆Y, it is 

obvious to say that X occurs in transaction tp, i.e. 

transaction tp contains X. 

Let’s suppose I= {wp1, wp2, wp3,…, wpn} : a 

set of items (web pages) . Each transaction (T) has a 

unique identifier (Tid). 

 

Def.1. EU (wpj): the external utility [4, 9, 15, 25] of 

a web page wpj is the utility value in the transaction 

tp it may be profit, cost or any other user defined 

factor. 

 

Def.2. IU (wpj): internal utility [4, 9, 15, 25] is the 

count value (quantity) associated with a web page 

(wpj) in the transaction tp. 

 

Def.3. U (wpj,T): utility of a webpage wpj in 

transaction tp is defined as the product of IU (wpj, 

tp) and EU (wpj) i.e.   

 

U (wpj, tp) = IU (wpj, p) x EU (wpj)             (1) 

 

Def.4.  The utility value of webpage set WP in 

transaction tp is the summation of utilities of all 

webpage sets wpj ∈ WP that occurs in transaction 

tp, defined by  

U (WP, tp) =  ∑wpj ∈ WP                              (2) 
Where WP ∈ tp U (wpj, tp).  

 

Def.5. The utility value of webpage set WP in 

database D is the summation of utilities of WP that 

occur in transactions of D, and it is calculated as 

 

 U(WP) = ∑wpj ∈ tp                                         (3) 

Where tp ∈ D U (WP, tp).  

 

Def.6. The utility of a transaction TU [4, 9, 15, 25] 

(Td) is defined as the sum of the utilities of each 

webpage in transaction Td. For example, in Table 3 

TU (T1) =18, TU (T2) =32 and the TU (T7) =8. 

 

Def.7. The transaction weighted utilization (TWU) 

[4, 9, 15] of a webpage set X in a database D is 

defined as  

 

TWU(X) = ∑ TU (Td)

X⊆ Td∈D 

                    (4) 

 

Def.8. Minimum threshold utility value (MTUV) is 

a value which is fixed by the user and it is 

dependent upon the total transaction utility [15].  

 

MTUV = 𝑈𝐷𝑃 ∑ 𝑇𝑈 (𝑇𝑑)                    (5) 

𝑇𝑑∈𝐷

 

Where UDP is a user defined percentile. 

 

Def.9. X is a high transaction weighted utility 

webpage set only when TWU(X) > = MTUV else, it 

will be a low transaction weighted webpage set.  

 

Def.10. Webpage set X is a high utility webpage set 

if U (X) ≥MTUV. High utility webpage set means, 

determining webpage set which satisfies the 

conditions of U(X) ≥MTUV [26]. 

 

Def.11. For some webpage set X = {wp1, wp2 ....... 

wpn} is a webpage set where L is number of 

webpage set and it should be greater than or equal to 

2, for all 2 ≤ n ≤ L.  

The Jaccard coefficient [27], which measures 

similarity between Patterns of webpage set P1 and 

P2 (say) can be calculated from the formula as given 

below –  

 

J(P1, P2) =
P1 ∩  P2

 P1 ∪  P2
                               (6) 

 

Here, the Jaccard Index (JI) / Jaccard Similarity (JS) 

coefficient [Jaccard]/ (initially termed as coefficient 
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Table 1. Horizontal slice of a typical pre-processed web log data 

 

de communaute by Paul Jaccard), is a statistical 

measure used for comparing the similarity and 

dissimilarity among various sample sets. 

4. Utility quantization for items in web 

transaction database  

Web log file where the web server automatically 

writes information each time a user requests a web 

site from that particular web site. This log file is 

located in places like web servers, web proxy 

servers, and client browsers. It is the primary source 

of data in Web usage mining [4]. Each hit against 

the server, corresponding to an HTTP request, 

generates a single entry in the server access logs. 

Each log entry (depending on the log format) may 

contain fields identifying the time and date of the 

request, the IP address of the client, the resource 

requested, possible parameters used in invoking a 

web application, status of the request, HTTP method 

used, the user agent (browser and operating system 

type and version), the referring web resource, and, if 

available, client-side cookies which uniquely 

identify a repeat visitor. A sample example of a 

server access log is shown in Table 1.   

In web log data [28] set, there is no explicit 

transaction entry where we can directly fire queries 

to get the result out of the web log databases. It has 

to be pre-processed for the sessionization. The 

sessionization [29] is the process of segmenting the 

user activity record of each user into sessions, each 

representing a single visit to the site. In case of web 

log data, the sessionization is equivalent to the 

transaction as it occurs in transactional databases. 

Sessionization which uses heuristics fall into two 

basic categories: time-oriented or structure-oriented. 

Time-oriented heuristics apply either global or local 

time-out estimates to distinguish between 

consecutive sessions, while structure-oriented 

heuristics use either the static site structure or the 

implicit linkage structure captured in the referrer 

fields of the server logs. Time-oriented heuristics 

 

Table 1.  External utility of web pages 

Items wp1 wp2 wp3 wp4 wp5 wp6 wp7 

Unit Profit 5 3 2 1 3 2 4 

 
Table 3. Transactions table 

Tid 

 

Webpage 

Internal Utility of Webpages in 

Transactions 

T1 T2 T3 T4 T5 T6 T7 

wp1 1 1 2 1 1 1 0 

Wp2 0 0 1 2 1 2 1 

Wp3 2 1 1 2 2 0 0 

Wp4 2 1 2 3 2 0 1 

Wp5 1 6 3 1 2 4 0 

Wp6 0 0 1 5 0 0 0 

Wp7 1 0 0 0 0 3 1 

 

apply either global or local time-out estimates to 

distinguish between consecutive sessions, while 

structure-oriented heuristics use either the static site 

structure or the implicit linkage structure captured in 

the referrer fields of the server logs. The utility of an 

item set depends not only on the support of the item 

set but also on the prices or weight of items in that 

item set [10]. Here, we will have to assign a 

predefined profitability and interestingness value to 

each and every item. Here, in Table 2, the 

predefined value of webpages wp1, wp2, wp3, wp4, 

wp5, wp6, wp7 for each web page is given. For 

calculating utility of more than one webpage, the 

sum value of that number of pages is calculated. 

By Eq. (1), U (wpi, Td) =IU (wpi) x EU (pi, Td); 

 

U (wp5, T3) = 3 x 3 =9. 

By Eq. (2), U (WP) = ∑wpj ∈tp, tp ∈ D U (WP, 

tp) 

WP= {wp1, wp2}. 

U ({wp1, wp2}, T3) = U (wp1, T3) + U (wp2, T3) 

        =2 x 5 +1 x 3 = 13. 

Suppose, Utility of webpage set WP in the given 

web database is WP = {wp1, wp2}  

U (WP) = U ({WP, T3) + U (WP, T4) + U ({WP, 

T5)     + U ({WP, T6) = 13+11+8+11=43. 

 

IP address Timestamp Access 

Request 

Result 

status code 

Bytes 

Transferred 

Referrer User agent 

192.115.78.2 25/Apr/1998:03:

04:41--0300 

GET wp1.html   

http/1.0 

200 2077 wp1 Mozilla/4.05 

10.152.78.9 25/Apr/1998:03:

05:20--0300 

GET wp2.html 

http/1.0 

200 1234 wp2 Safari/5.1.1 

192.125.78.9 25/Apr/1998:03:

05:28--0300 

GET wp.html 

http/1.0 

200 1956 wp1 Chrome/29.0.1547 

10.116.178.50 25/Apr/1998:03:

05:41--0300 

GET wp3.html 

http/1.0 

200 2798 wp3 Internet Explorer/10 
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Table 4. Transactions utility 

Transaction T1 T2 T3 T4 T5 T6 T7 

TU 18 32 28 31 20 35 8 

 
Table 2. Transactions weighted utilization 

Items wp1 wp2 wp3 wp4 wp5 wp6 wp7 

TWU 164 122 129 137 164 59 61 

 

Different possible number of high utility item set 

can be obtained from the transaction Table 3. 

Some of them are given following: {wp1, 

wp2}:48; {wp2, wp3}:25; {wp1, wp3, wp3}:18; {wp3, 

wp4, wp5}: 81; {wp1, wp2, wp3, wp4}: 67; {wp1, wp2, 

wp3, wp4, wp5, wp6}: 59; {wp1, wp2, wp3}: 50; {wp4, 

wp5}:49, {wp5, wp6}:24; 

Taking the minimum transaction utility (MTU) 

=30, we obtain the webpage sets of high utilities as 

given here-  

{wp1, wp2}:48; {wp3, wp4, wp5}: 81; {wp1, wp2, wp3, 

wp4}: 67; {wp1, wp2, wp3, wp4, wp5, wp6}: 59; {wp1, 

wp2, wp3}: 50; {wp4, wp5}:49. 

By Def. (6), the transaction utility (TU) for each 

transaction is calculated. In Table 3 and Table 4, the 

TU (T1) =18, TU (T2) =32. Similarly, for T3, T4, 

T5, and T6 the transaction utility is calculated. The 

table also contains the TWU for each webpage 

available in web databases. 

According to Eq.(4). The calculated value of 

TWU (wp1) =TU (T1) +TU (2) +TU (3) +TU (4) 

+TU (5) +TU (6) =18 +32+28+31+20+35=164. The 

TU value of T7 is not included because the wp1 has 

not occurred in T7. Likewise, TWU (wp2) =122, 

TWU (wp3) =129, TWU (wp4) = 137, TWU (wp5) 

= 164, TWU (wp6) =59, TWU (wp7) = 61; This 

TWU value is helpful in arranging the web 

transaction in logically sorted order to prune the 

search space and segregating the high utility 

transaction. 

5. Methodology for high utility webpage sets 

mining  

Terminology used in algorithm high utility 

webpage sets mining (HUWSM): Transaction 

Utility: TU, Transactional Weighted Utilization: 

TWU, High Utility Webpage Set- Frequent Pattern: 

HUW-FP, Frequent Pattern: FP, Jaccard Similarity 

Pattern: JSPT, Transaction Table: Td, Database: DB, 

Minimum Threshold Utility: (MTU), Minimum 

Jaccard Similarity Value: MJSV.  

The procedure for high utility webpage sets 

mining form weblog data proceeds as following 

shown in the Fig. 1.  The very first step is the 

 

 
Figure.1 Methodology: high utility webpage sets mining 

(HUWSM) 

 

collection of web log data sets form web servers to 

form a web log database. The second steps is the 

pre-processing of web log data in desired form so 

that the mining process can be applied efficiently 

and effectively over log data and it has been 

discussed in previous section. 

The step – III calculates numerical value of TU 

 

Discard this 

combination 

of frequent    

pattern 

 

Compute the Jaccard Similarity 

among various combination of 

frequent patterns JS (Pu, Pv) 

Generate the Frequent pattern of web 

pages from the HUW-FP Tree (P1, 

P2, P3…. Pn) 

Transaction Database 

DB, MTU, MJSV 

Start 

Scan Transaction Td, where Td ϵ DB. 

Compute TU, TWU of every Webpage 

Set (X) 

 

 

 

If (TWU(X) 

≥ MTUV) 

Discard the 

undesirable 

webpage set 

(Ui) 

Retain the desirable webpage set (Di) 

Sort the all webpage set X in 

Descending order of TWU’s 

Generate the HUWP-FP Tree 

Save the Frequent pattern of High 

utility webpage sets 

If (J(Pu, Pv) 

≥ MJSV) 

Return the High Utility     

Webpage Sets {X1, X2, 

X3,….. Xn} 

Stop 
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Figure.2 HUW-FP tree for webpages 

 

and TWU using the IU and assigned EU [16] values 

in the web log database. The job of the next step –IV 

is to eliminate the undesirable webpages that has 

TWU [11, 20] less than the MTUV. Now, it results 

in reduced weblog database space having only 

desirable webpages. Further, the step-V builds the 

high utility webpage frequent pattern tree from the 

favourable webpages obtained in the previous step 

IV. To construct the HUW-FP [25] Tree, firstly, all 

the webpages are arranged in the descending order 

of their TWU values and the webpages of the lowest 

TWU [26] value is excluded from the computation 

work.  The tree is helpful in finding the information 

about the webpages and their utilities. The HUW-FP 

Tree starts with a node called R which references to 

the root node of the tree. Each node of the HUW-FP 

holds the three piece of information webpage name; 

support count value and TWU value [24].  The tree 

spawns entire possible patterns with help of support 

count value and TWU value [25]. On contrary to the 

single parameter, it uses two parameters for 

generating more favourable item. The benefit of this 

tree, it can generate complete traversal pattern 

starting from the root of HUW-FP tree to the leaf 

node. Moreover, it can also pop up the common 

navigation patterns among webpages. The tree also 

slashes the search space and time complexity 

because in this approach the candidate webpage sets 

can been proficiently produced with merely two 

scans of the web database. Moreover, the step –VI, 

refines the frequent pattern results obtained in 

previous step –V, the task is carried out by 

calculating the jaccard similarity among frequent 

pattern webpage sets. Here, the patterns with jaccard 

similarity more than or equal to MJSV=40% is 

retained besides this discarded from the webpage set. 

The last step-VII, which finally, extracts the high 

utility webpage sets. 

5.1 Jaccard coefficient / Jaccard similarity (JS) 

Patterns: P1= {wp1, wp2, wp3, wp4, wp5},  

P2= {wp1, wp2, wp5}, P3= {wp1, wp3, wp4, wp5}, 

P4= {wp1, wp2, wp6, wp7, wp8}  

Patterns - P1 and P3 

JS (P1, P2) = (P1∩ P2)/ (P1 ∪ P2) =3/5  

JS (P1, P2) =0.60 = 60% (Pattern accepted).   

Similarly, JS for various other patterns  

Patterns - P1 and P3  

JS (P1, P3) = (P1∩ P3)/ (P1 ∪ P3) =4/5 = 0.80 = 

80% (Pattern accepted). 

Patterns- P2 and P3  

JS (P2, P3) = (P2∩ P3)/ (P2 ∪ P3) =2/5 = 0.40 = 

40% (Pattern accepted). 

Patterns- P2 and P4  

JS (P2, P4) = (P2∩ P4)/ (P2 ∪ P4) =2/6 = 0.33 = 

33% (Pattern rejected). 

6. Experimental evaluation  

The comprehensive experimental evaluation of 

the proposed algorithm is performed on a 3.00 GHz 

Intel Core i5-7400T Processor, 6M Cache with 4 

GB RAM and Microsoft Windows 8.1 operating 

system. The algorithm is implemented in Java 

programming language and on software’s - JDK 

1.8.0_60 and NetBeans IDE 8.0.2. The web log 

dataset [30] used for this experiment is taken from 

the NASA-HTTP Kennedy Space Centre World 

Wide Web server in Florida. The weblog data is pre-

processed and arranged as shown in Table 1. For the 

sake of convenience and fast execution of algorithm, 

for each URL of web log the integer value is chosen 

as a token value. The reason is that the computation 

over integer is much easier than other data type. The 

experiment is conducted by changing the minimum 

utility threshold value in percentage on ten thousand 

of the web transactions.  The proposed algorithm 

 

{wp3} :( 3, 79) 

ITEM 

Wp1 

Wp3 

 
Wp5 

 
Wp4 

 
Wp2 

 

TWU 

164 

164 

 
139 

 
137 

122 

LINK 

R 

{wp1}: (6,164) 

{wp2}: (4,114) {wp3} :( 2, 50) 

{wp4}: (4, 50) 

{wp5} :( 1, 35) 

{wp4} :( 3, 79) 

{wp5}: (3, 59) 

{wp5}: (2, 50) 
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Figure 3. Execution time (Sec) with respect to no. of web 

transactions 

 

Figure 4. Execution time comparisons on different 

minimum utility threshold values 

 

Figure.5 Memory utilization v/s no. of web transactions 

 

HUWSM is executed and compared with different 

existing algorithms FHM [22], IHUP [17], HUI-

Miner [25] algorithms.  Fig. 3 illustrates an 

execution time for different number of web 

transactions. To maintain the uniformity in 

evaluation criteria, the experimental evaluation is 

done keeping the minimum threshold value at 30. 

Under the given hardware and software environment, 

the rate of growth of execution time for IHUP 

algorithm is highest among all FHM, HUI-Miner, 

and HUWSM. IHUP also takes the highest 

execution time. Other algorithms have less growth 

rate of execution time. It is obvious from the Fig. 3 

that the running time of HUWSM is comparatively 

lesser than other two algorithms IHUP and FHM. 

The HUI-Miner and HUWSM show almost similar 

behaviour in terms of execution time. This 

decrement in execution time is due to removal of 

unfavourable webpage sets. Fig. 4 shows the 

comparison of execution time taken by these 

algorithms when different minimum threshold utility 

values are set. It is pretty clear from the figure that 

the minimum threshold value decreases the runtime 

is increased but more number of web transactions is 

processed. Runtime decreases as the MTUV 

increases [26]. Here, HUWSM algorithm shows 

significant improvement over other algorithms. 

The algorithms HUWSM outperforms the IHUP, 

FHM, and HUI-Miner, in memory consumption it 

avoids dealing over a large number of web data. Fig. 

5 demonstrates memory consumption with different 

number of web transactions while keeping minimum 

utility threshold value at 30. Among the existing 

algorithm FHM, IHUP, HUI-Miner algorithms, the 

new technique HUWSM has the lowest memory 

consumption. This algorithm consumes 6 MB of 

storage when dealing with 6000 of web transaction. 

Whereas IHUP, HUI-Miner and FHM algorithm 

takes 7.0 MB, 9.5 MB, 13.5 MB of memory space 

respectively. This clearly shows that the memory 

usage is more in these algorithms. Hence, this is 

efficient in memory usage in dealing with web log 

database. Fig. 6 demonstrations a number of high 

utility webpage sets produced on different number 

of web transactions. For this purpose, this section of 

exercise is done to find how many numbers of high 

utility webpages will be obtained when minimum 

threshold value is kept at 30 and results were 

obtained on different number of web transactions.  

Here, the IHUP generates the highest number of 

high utility webpages; comparatively other three 

algorithms generate small number of high utility 

webpage sets and give almost similar number of 

high utility webpage sets. These generated high 
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Figure 6. Number of high utility webpage sets v/s the no. 

of web transactions 

 

 

 

Figure.7 % Jaccard similarity (JS) v/s no. of high utility 

webpage sets 
 

utility webpages may or may not be similar among 

them. Now further, it is intended to find the 

favourable and similar high utility webpage sets. So, 

Jacaard Similarity (JS) process is applied here, it 

keeps the Minimum Jaccard Similarity Value 

(MJSV) at 60%. The Fig. 7 displays numbers of 

high utility webpage sets and their jaccard similarity 

of HUWSM algorithm. Thus, the high utility 

webpage sets obtained are much more similar 

among them all. The experiment is conducted by 

changing the minimum utility threshold value in 

percentage on ten thousand of the web transactions.  

The proposed algorithm HUWSM is executed and 

compared with different existing algorithms-FHM, 

IHUP, and HUI-Miner. 

 

 

 

7. Conclusion 

The method proposed in this paper i.e. HUWSM 

applies the concept of internal utility and external 

utility, transaction utility (TU) and transaction 

weighted utilization (TWU) to identify the high 

utility webpage sets. Moreover, HUW-FP tree is 

proposed to store the frequent patterns of webpages 

due to this, potentially high utility webpages can be 

generated with only two scans in the database. In 

addition to that, pattern generation technique with 

‘Jaccard Similarity’ finds more accurate frequent 

and high utility item sets. Experimental results have 

demonstrated that HUWSM outperforms the FHM, 

IHUP, HUI-Miner algorithms in terms of both 

running time and memory usage, and number of 

high utility webpages. These discovered high utility 

webpage sets are very helpful in various commercial 

outlook of e-business, valuable for advertisement 

management, web site optimization for better 

service, tourist guidance, and value analysis of a 

product and useful for exploring user behaviour 

similarity and their activity performed over the 

website. For future work, we would like to develop 

algorithm based on soft cosine similarity and soft 

Jaccard similarity method to examine further 

improvement in result and performance of HUWSM. 
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