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ABSTRACT

HAR (Human Activity Recognition) system becomes complex, inefficient and less accurate as we keep on

adding new activities into the system; because it follows a specific procedure for activity recognition,

from raw data collection to classification. In this study, we discuss an adaptive system to improve recognition

accuracy. We developed a mathematical model to categorize the activities based on their data pattern. It

observed that as we group the activities; although a separate classification model is required for each

group, but it increases the recognition accuracy and efficiency of the system. The experiments on the

data of eleven activities gathered from 10 volunteers proved the usability, scalability and effectiveness of

our proposed methodology. The recognition accuracy of eleven activities was increased in total about 9-

37% and reached up to 90% in different cases, using different number of groups and classification

algorithms.
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classification. When a user performs some physical

activity, the horizontal and vertical readings from the

accelerometer are being recorded for further processing.

Although a number of HAR systems have been developed

to RHA (Recognize Human Activities), but new activities

cannot be added to a system to provide the future needs

without making major changes in the overall infrastructure

of the system [2]. This study is a follow up of our ongoing

research on HAR.

Awan et. al. [2] have developed a method to include new

activities into the system that makes it flexible for the

user, but the system becomes complex, less accurate and

inefficient as the activities are kept on increasing. The

reason of this limitation is due to the fact that a specific

1. INTRODUCTION

H
AR has become a prominent research field

because of its inclusion in daily life. This field

is growing due to progress in sensors and

wireless network technologies. Creation of Smartphones

with diverse sensors produced a boom to this research

area. In the past, a variety of sensors for recognizing

human activities were used on the body, causing an

inconvenience to the user [1]. But now-a-days the

Smartphone is being utilized in everyday life. From

children to old age people are using the Smartphone

comfortably and the use of Smartphone for HAR instead

of several body-worn sensors has become common.

But the use of Smartphone in HAR is at naïve state. This

field is a combination of signal processing and
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procedure is followed in an HAR system, from data

collection/feature extraction to classification.

Usually, a single model is used for classification for a

defined set of activities. In order to recognize the new set

of activities, there is a need to upgrade the existing model

or develop a new model for the complete set of activities,

which makes the classification model a complex, less

accurate and inefficient model because the classification

model depends on the working mechanism of the machine

learning algorithm [2]. Some machine algorithms work well

on a limited number of classes, but as we keep on

increasing the number of activities, the number of classes

to be classified by the machine learning algorithm will

also be increased and making the system complex as

already described.

A similar kind of study to compare statistical features

that are typically extracted from the sensors’ raw data,

and on classification algorithms, which are used to

construct classification models, was done in [3], to

examine the data behavior. Based on the study [3], it can

be concluded that certain statistical features give an

insight regarding the data pattern of an activity. The data

pattern analysis is an approach that can be used to divide

the activities into various groups. Then a different

classification model can be built for each group, which

reduce the complexity and increase the efficiency.

In this study, we present a mathematical model that make

the groups of activities based on the standard deviation

values extracted from the activities, using a defined

threshold value. Classification models are developed

according to the group of activities. We tried to prove the

working of our proposed model by collecting the data of

eleven activities, including; descending escalator laying,

ascending escalator, descending elevator, ascending

elevator, descending stairs, ascending stairs, jogging,

walking, standing, and sitting from 10 volunteers.

The recognition accuracy was increased in total about 9-

37% in different cases. The detail is given below in the

proceeding paragraphs. We showed the usability,

scalability and effectiveness of our approach.

SVM (Support Vector Machine), J48 (Decision Tree), KNN

(K-Nearest Neighbor), MLP (Multilayer Perceptron), LR

(Logistic Regression), NB (Native Bayes), and BN

(Bayesian Network), are used classification, which are

recommended classification algorithms for recognizing

activities using Smartphone accelerometer.

Rest of the paper is organized as follows: Some related

work is presented in Section 2, Section 3 describes the

adaptive HAR system, along-with brief description of each

component. In Section 4, we discussed our proposed

classification approach as opposed to conventional

approach. The methodology, including mathematical

model, algorithm and flowchart is presented in Section 5.

Section 6 is experimentation section, which tells the detail

about experiments and their results and Section 7

concludes our paper.

2. RELATED WORK

In this section, some related work on HAR in general and

particularly using Smartphone accelerometer described.

There is no standard or benchmark to analyze the HAR

system using Smartphone accelerometer. Various systems

have been developed, based on a selective set of data

features and classification algorithms [4-29], but are not

flexible to adapt changes easily within the system, e.g.

adding new activities and making new models to improve

recognition accuracy and efficiency of the system. This

study is a follow up of our ongoing research on HAR

using Smartphone accelerometer, and we are providing a

new approach to improve the efficiency and recognition

accuracy of an HAR system, by introducing the concept

of activity categorization based on data pattern, and then
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making classification models based on the categorization,

as opposed to already developed HAR systems.

The HAR is a mixture of signal processing and

classification. The data from Smartphone accelerometer

processed through various steps and classification

models are generated using machine learning algorithms

to infer the user current activity. According to Guan et. al.

[5] HAR system can be divided into two categories,

including; video and physical sensor based activity

recognition, while physical sensor based recognition can

also be divided into wearable and object usage based

activity recognition.Activity recognition using

Smartphone accelerometer is considered in the wearable

sensors approach, and is the focus of our study.

There is a continuous debate in the research community

regarding less vs. more number of sensors on the body

for better recognition, while considering the convenience

of the user. Bao and Intille [7] used 5 accelerometers on

the different parts of the body of the user and got an

accuracy of 84% with an assumption that high accuracy

can only be achieved with more sensors on the body of

the user, while Kwapisz et. al. [8] conducted a study using

Smartphone accelerometer and achieved 90% accuracy

by the data of 29 users with an assumption that large data

can improve accuracy. These and other related works only

considered a limited number of activities, less than 10,

and showed a reasonable accuracy with different

classification algorithms. However, there is no optimal or

standard approach to get the same amount of accuracy

or efficiency when the number of activities is increasing

with the requirement.

Awan et. al. [2] have presented a method to include

various activities into the systemthat causes the system

to cater new needs of the user, but makes the system

complex, less accurate and inefficient. We provided an

approach in this study to cater this limitation.

Various surveys [8-10], including the survey of Lara and

Labrador [11] on HAR using wearable sensors have

highlighted the several issues, including the inflexibility

of current HAR systems. And there is no optimal solution

still existed for an adaptive HAR system. Several studies

[12-16] have attempted to tackle various issues in this

field, for example, position- or orientation-independent

activity recognition.

Another study [17] was presented that achieve device

orientation independence. The study was conducted by

placing the Smartphone at waist-mounted position and

data was collected by keeping the phone in different

orientations. Awan et. al. [18] presented a solution to

achieve the subject-independence.

Normally, a single model is used for classification for a

defined set of activities. In order to recognize the new set

of activities, there is a need to upgrade the existing model

or develop a new model for the complete set of activities,

which makes the classification model a complex, less

accurate and inefficient model because the classification

model depends on the working mechanism of the machine

learning algorithm. Some machine algorithms work well

on a limited number of classes, but as we keep on

increasing the number of activities, the number of classes

to be classified by the machine learning algorithm will

also be increased and making the system complex as

already described. We utilized the technique of data

behavior or pattern analysis to categorize the activities

into different groups, and then making a different

classification model for each group, which not only reduce

the overall complexity of the classification model, but

also increase the efficiency and recognition accuracy of

the system.

3. ADAPTIVE HAR SYSTEM

Adaptive we mean a system capable of making changes

in the system in order to handle the new situation and
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especially on feedback. Feedback mechanism can be

within the system, third party application, and/or a user

of the system. Adaptive HAR system should behave to

make the system flexible depending upon feedback.

Conceptual system presenting an adaptive HAR system

can be shown in Fig. 1.

Sensor acquisition layer is the bottom most layer, which

can be used to get the raw data. Let S be a set of sensors,

then mathematically: S = {S
1
, S

2
, S

3
, …, S

n
}, where S

i
 = (x

i
,

y
i
, z

i
)

i = 1 to n
, and (x

i
, y

i
, z

i
) are three axis of the accelerometer.

The next is preprocessing layer to remove noise from

data. Normally, a low-pass filter is used to make raw data

noise free. Let the preprocessing gives noise free data by

using low-pass filter on set S, then P = {P
1
, P

2
, P

3
, …, P

n
},

where P
j
 = (x

j
, y

j
, z

j
)

j = 1 to n
.

Segmentation is used to divide data in chunks. Various

methods are used for segmentation and the most

commonly used method is sliding window. The smaller

and larger window sizes, both have pros and cons. Smaller

size is recommended to be faster, needs less resources

and energy. Larger size gives better accuracy. There are

two techniques, i.e. sequential and overlapped sliding

window method. The overlapped technique is believed

to be good as compared to sequential approach in some

cases.

The sequential approach considering the mobile platform

can be better, as it requires fewer resources. The data

segments from preprocessed data can be written as: D =

{D
1
, D

2
, D

3
, …, D

m
}.

The statistical features are extracted in the next step. The

statistical data features provides the data behavior and

that can be utilized to improve recognition accuracy.

Feature extraction process can be demonstrated as: F =

{F
1
, F

2
, F

3
, …, F

n
}, where F

k
 = f(D

k
), and f is a statistical

function.

Lastly, the process is to make classification models to

recognize new instances. New instances are classified by

matching the defined/known patterns. Let C represents

set of classification models, we can write it as: C = {C
1
, C

2
,

C
3
, …, C

n
}, where C

L
 = {a (F

L
)}

L=1 to n
, and a is a machine

learning algorithm.

Fig. 2 can be seen for an overall execution flow of an

Adaptive HAR system.

FIG. 1. AN ADAPTIVE HAR SYSTEM
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4. CONVENTIONAL VS. PROPOSED

CLASSIFICATION APPROACH

A process that makes classification models by applying

machine learning algorithms and by training those models

with training data set of activities is known as

classification. Then activities are recognized based on

the defined patterns. In conventional approach, single

model is built based on defined machine learning algorithm

for all set of activities, means making a single group for all

activities. The approach is good for a smallnumber of

activities, but as we keep on increasing the number of

activities, the model becomes complex and performance

reduces.

Therefore, a new classification approach is proposed

that works well from medium to a large number of

classes for classification. The mechanism behind this

approach is to predict the data patterns of various

activities and sort them into certain groups. A different

classification model is built for  each group of

activities. The results showed the improvement in

recognition accuracy.

A comparativeanalysis between conventional and our

proposed approach can be depicted in Fig. 3. After

preprocessing, we analyze the data behavior/patterns and

make certain groups of activities based upon data pattern,

as shown in Fig. 3.

FIG. 2. OVERALL EXECUTION FLOW OF AN ADPATIVE HAR

FIG. 3. CONVENTIONAL VS. PROPOSED CLASSIFICATION APPROACH
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Fig. 4 shows an overview of data behavior. Some activities

show similar patterns, even with different values. The x-

axis represents the time series of data, while y-axis

representing the data value of x, y, and z-axis for different

activities. These 3D (Three Dimensional) values are the

accelerometer data of a Smartphone collected for different

activities.

After experimentations on data pattern/behavior, we came

to conclusion that SD (Standard Deviation) can be utilized

to group various activities. Since the standard deviation,

by definition is a measure of the dispersion of a set of

data from its mean, so different activities that even have

different mean values, can have same or nearly equal

standard deviation values. The activities; laying, sitting,

and standing have different values but nearly equal SD

value. The SD feature is used to build a method of grouping

activities and make classification models to improve the

recognition accuracy of the system.

5. METHODOLOGY

A mathematical model is used to elaborate the proposed

approach. Step by step detail is given beneath:

 Let us define a set of activities represented by

A. So A = {A
1
, A

2
, A

3
, …, A

n
}.

 In our case, set of activities are: {Laying, Sitting,

Standing, Walking, Jogging, AscStairs,

DescStairs, AscElevator, DescElevator,

AscEscalator, DescEscalator}.

 A double value of x-, y-,  and z-axis of

accelerometer is obtained.

 Let us assume the data set by D, then D = {D
1
,

D
2
, D

3
, …, D

n
}, and D

i
 = (x

i
, y

i
, z

i
), where i = 1 to n.

 All steps before classification is considered as

preprocessing.

 Classification algorithm selection is the next step

tomake a classification model “C” for activity

recognition.

Proposition: The SD feature can be used to predict the

data pattern of different activities even with different data

values to make categorization of activities.

Definition: The SD is a measure of the dispersion of a set

of data from its mean.

Proof: we will prove our statement by logical deduction.

 As by definition of SD, the data pattern of

activities can be determined, and thus can be

used for activities categorization.

 Let we have a set of activities as stated above, A

= {A
1
, A

2
, A

3
, …, A

n
}.

 And SD(A) denotes the set based on SD values

of the activities, then (A) = {SD(A
1
), SD(A

2
),

SD(A
3
), …, SD(A

n
)}.

 Let SLA represents a sorted list of activities,

then Ord{SD(A)}  SD(SLA), and SD(SLA) =

{SD(A
i
): 1 <= i <= n}, for all SD(A

i
) <= SD(A

i+1
).

FIG. 4. DATA BEHAVIOR/PATTERN OF VARIOUS ACTIVITIES
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 Similarly, Ord(A)  (SLA), and SLA = {A
i
: 1 <=

i <= n | A is an activity}, for all SD(A
i
) <= SD(A

i+1
).

 Now we can group the activities according to

certain threshold value.

 Let G(A) denotes the group of activities with at

least two activities, then G(A) = {G(A
i
): 1 <= i  <=

n | G(A) is a group of activities}, for all G(A
i+1

) –

G(A
i
) <=  (Theta), where  is a threshold value.

Now let us consider an example to elaborate our

methodology and mathematical proof. This example is

based on real data, which was collected from 10

volunteers, for a set of eleven activities defined before.

The data was collected from the accelerometer of

Smartphone by keeping it in the left trousers pocket, facing

upward direction by using an android application.

Example: Consider the statistical data feature values of

eleven activities, as given in Table 1.

 It can be seen from Table 1, that laying and

standing activities have same SD value, but

totally different values of mean, min and max

and similarly, in the case of ascending and

descending stairs.

 Let A = {Laying, Sitting, Standing, Walking,

Jogging, AscStairs, DescStairs, AscElevator,

DescElevator, AscEscalator, DescEscalator}

 SD(A) = {0.07, 0.06, 0.07, 3.08, 6.10, 2.23, 2.52,

0.39, 0.24, 0.17, 0.17}

 SD(SLA) = {0.06, 0.07, 0.07, 0.17, 0.17, 0.24, 0.39,

2.23, 2.52, 3.08, 6.10}

 SLA = {Sitting, Laying, Standing, AscEscalator,

DescEscalator, DescElevator, AscElevator,

AscStairs, DescStairs, Walking, Jogging}

 Now let us consider the threshold value,  =

0.16, then

 G(A
1
) = {Laying, Sitting, Standing, AscElevator,

DescElevator, AscEscalator, DescEscalator}

 G(A
2
) = {AscStairs, DescStairs}, and

 G(A
3
) = {Walking, Jogging}

The algorithm that we used for implementation.

Activity Maximum Minimum Mean Standard Deviation

DescEscalator -7.07 -8.43 -7.69 0.17

AscEscalator 1.30 -0.61 0.29 0.17

DescElevator 1.49 -1.02 0.79 0.24

AscElevator 2.93 -1.67 1.20 0.39

DescStairs 16.41 -12.39 0.24 2.52

AscStairs 14.02 -7.13 0.87 2.23

Jogging 19.46 -14.65 1.19 6.10

Walking 14.50 -7.35 -0.14 3.08

Standing 1.42 0.50 0.95 0.07

Sitting -5.54 -6.03 -5.77 0.06

Laying -6.07 -6.99 -6.51 0.07

TABLE 1. STATISTICAL DATA FEATURES OF 11 ACTIVITIES
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ALGORITHM:

Data: list of all activities along-with their SD values

Re sul t : group of activities based on certain threshold () value

1. get the SD values for each activity

2 . create a list to store SD values

3 . call a method to sort the SD values

4. call a method to sort activities according to SD values

5 . set a threshold () value for activities grouping

6. create a group and put first activity into it

7 . do while list is not empty (for each activity)

8 . if  next activity lies within threshold () value

9. put into the same activity group

10. e l s e

11. create a new group

12. add activity into this group

13. end if

14. end do

15. call a method to send the activity groups for

classification

16. select classification algorithm

17. make a classification model for each activity group

18. end select

19. recognize activities

A flowchart for the proposed methodology is shown in

Fig. 5.

6. EXPERIMENTATION

In order to prove the usability, scalability and effectiveness

of our proposed approach, a number of experiments were

performed on a set of 11 activities using Smartphone.

Proposition: The accuracy of RHA can be improved by

grouping activities based on SD value and making

different classification model for each group.

The assumption was proved through experiments. Below

is the description along-with some snapshots and related

detail. WEKA [30] tool is used for experiments.

Data of 11 activities was gathered from 10 participants.

Seven most commonly used classification algorithm’s were

used for classification.

Table 2 shows the confusion matrix for 11 activities by

applying J48 classification algorithm. 11 activities are

shown using “a to k” symbols. Overall accuracy of about

81% is achieved in case of J48 algorithm. A summary using

all classification algorithms is presented later.

A comparison summary by using one three classification

models is shown in Table 3, after grouping activities.

FIG. 5. PROPOSED METHODOLOGY, A FLOW-CHART
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Seven most commonly used classification algorithms were

used for classification. Column-1 of Table 3 shows the

name of classification algorithms, and the average

percentage of accuracy for 11 activities, which are

mentioned with symbols from “a to k”, is presented in the

last column. The symbol 1 and 3 with the names of the

algorithms is used to represent1 and3 groups respectively,

e.g. NB1 and NB3, means Naïve Bayes algorithm for 1

and 3 groups respectively.

Graphs in Figs. 6-7 show a comparison of recognition

accuracy for 1 vs. 3 groups of activities.

Activity a b c d e f g h I j k

k 0 0 0 0 0 0 0 0 0 0 870

j 0 0 6 1 0 24 2 15 24 778 0

i 0 0 255 0 0 17 4 113 736 25 0

h 0 0 138 0 0 62 5 1337 143 15 0

g 0 1 1 430 257 550 1438 8 9 6 0

f 0 0 3 329 98 2143 441 32 26 28 0

e 4 1 0 203 1783 145 310 1 3 0 0

d 0 0 0 1777 140 362 417 4 0 0 0

c 0 0 3407 0 0 2 0 15 67 9 0

b 0 4698 0 0 2 0 0 0 0 0 0

a 3748 0 0 0 2 0 0 0 0 0 0

Algorithm A b c d e f g h i j k (%)

SVM1 100 100 99.4 70.9 76.0 73.4 57.9 72.2 55.3 94.2 100 81.75

SVM3 100 100 100 70.3 76.2 76.7 57.5 74.5 87.0 96.2 100 85.31

J48-1 99.9 100 97.3 65.8 72.8 69.1 53.3 78.6 64.0 91.5 100 81.12

J48-3 100 100 100 66.7 72.7 72.3 52.9 83.1 86.2 93.6 99.9 84.31

KNN1 100 100 89.7 64.1 72.4 60.6 47.5 79.5 60.9 89.5 100 78.56

KNN3 100 100 100 64.5 71.8 63.5 48.3 83.6 76.5 92.8 100 81.91

MLP1 100 100 98.3 54.6 52.1 42.7 41.6 70.4 36.0 91.6 99.9 71.56

MLP3 100 100 100 25.7 72.9 69.7 20.3 73.4 86.1 95.3 100 76.67

LR1 100 100 100 28.5 27.1 21.4 5.60 0.00 0.00 0.00 100 43.87

LR3 100 100 100 42.2 34.1 67.1 3.30 75.6 74.9 94.2 100 71.95

BN1 100 100 97.5 48.2 68.4 65.8 37.1 69.8 57.9 91.6 99.9 76.02

BN3 100 100 100 47.8 68.9 71.1 35.2 72.2 82.1 94.2 100 79.23

NB1 99.9 100 98.7 32.9 63.4 77.8 8.50 71.5 47.2 94.9 99.2 72.18

NB3 100 100 100 33.3 63.4 62.0 9.10 73.4 80.1 95.1 100 76.04

TABLE 2. 11 ACTIVITIES’ CONFUSION MATRIX USING J48 ALGORITHM

TABLE 3. RECOGNITION ACCURACY COMPARISON, 1 VS. 3 GROUPS OF ACTIVITIES
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In order to prove the robustness of our approach we

tested the data set of eleven activities for different

threshold values, and found to be correct in each case.

Table 4, and Figs. 8-9 show the comparison of

recognition accuracy for one vs. 2 and 3 groups of

activities.

Similarly, Table 5, and Figs. 10-11 show the comparison of

recognition accuracy for one vs. 2, 3 and 4 groups of

activities.

A comparison was also done on the time to build the

classification models. This comparison was made in order

to check the overhead of making different classification

model for each group of activities. Results proved that

the overall time taken to build different classification

model for each group with a small number of activities in

every group is smaller than building the one classification

model for a large number of activities. Table 6 can be seen

for a comparison summary.

FIG. 6. RECOGNITION ACCURACY COMPARISON, 1 VS. 3 GROUPS OF ACTIVITIES

FIG. 7. RECOGNITION ACCURACY COMPARISON, 1 VS. 3 GROUPS OF ACTIVITIES
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Algorithm k j i h g F e d c b a (%)

SVM1 100 94.2 55.3 72.2 57.9 73.4 76.0 70.9 99.4 100 100 81.75

SVM2 100 96.0 54.9 74.0 57.5 76.7 76.2 70.3 99.4 100 100 82.27

SVM3 100 96.2 87.0 74.5 57.5 76.7 76.2 70.3 100 100 100 85.31

J48-1 100 91.5 64.0 78.6 53.3 69.1 72.8 65.8 97.3 100 99.9 81.12

J48-2 99.8 94.5 62.7 82.3 52.9 72.3 72.7 66.7 97.1 100 100 81.91

J48-3 99.9 93.6 86.2 83.1 52.9 72.3 72.7 66.7 100 100 100 84.31

KNN1 100 89.5 60.9 79.5 47.5 60.6 72.4 64.1 89.7 100 100 78.56

KNN2 100 91.8 62.4 82.2 48.3 63.5 71.8 64.5 89.4 100 100 79.45

KNN3 100 92.8 76.5 83.6 48.3 63.5 71.8 64.5 100 100 100 81.91

MLP1 99.9 91.6 36.0 70.4 41.6 42.7 52.1 54.6 98.3 100 100 71.56

MLP2 99.9 92.4 60.5 75.9 20.3 69.7 72.9 25.7 95.7 100 100 73.91

MLP3 100 95.3 86.1 73.4 20.3 69.7 72.9 25.7 100 100 100 76.67

LR1 100 0.00 0.00 0.00 5.60 21.4 27.1 28.5 100 100 100 43.87

LR2 100 92.2 41.6 68.8 3.30 67.1 34.1 42.2 99.1 100 100 68.04

LR3 100 94.2 74.9 75.6 3.30 67.1 34.1 42.2 100 100 100 71.95

BN1 99.9 91.6 57.9 69.8 37.1 65.8 68.4 48.2 97.5 100 100 76.02

BN2 100 94.1 56.4 71.9 35.2 71.1 68.9 47.8 97.5 100 100 76.63

BN3 100 94.2 82.1 72.2 35.2 71.1 68.9 47.8 100 100 100 79.23

NB1 99.2 94.9 47.2 71.5 8.50 77.8 63.4 32.9 98.7 100 99.9 72.18

NB2 100 95.1 47.1 73.4 9.10 82 63.4 33.3 98.5 100 100 72.90

NB3 100 95.1 80.1 73.4 9.10 62.0 63.4 33.3 100 100 100 76.04

TABLE 4. RECOGNITION ACCURACY COMPARISON, 1 VS. 2 AND 3 GROUPS OF ACTIVITIES

FIG. 8. RECOGNITION ACCURACY COMPARISON, 1 VS. 2 AND 3 GROUPS OF ACTIVITIES
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Algorithm k j i h g F e d c b a (%)

SVM1 100 94.2 55.3 72.2 57.9 73.4 76.0 70.9 99.4 100 100 81.75

SVM2 100 96.0 54.9 74.0 57.5 76.7 76.2 70.3 99.4 100 100 82.27

SVM3 100 96.2 87.0 74.5 57.5 76.7 76.2 70.3 100 100 100 85.31

SVM4 100 96.2 87.0 74.5 75.5 82.6 86.2 93.1 100 100 100 90.46

J48-1 100 91.5 64.0 78.6 53.3 69.1 72.8 65.8 97.3 100 99.9 81.12

J48-2 99.8 94.5 62.7 82.3 52.9 72.3 72.7 66.7 97.1 100 100 81.91

J48-3 99.9 93.6 86.2 83.1 52.9 72.3 72.7 66.7 100 100 100 84.31

J48-4 99.9 93.6 86.2 83.1 75.0 79.8 82.6 93.7 100 100 100 90.35

KNN1 100 89.5 60.9 79.5 47.5 60.6 72.4 64.1 89.7 100 100 78.56

KNN2 100 91.8 62.4 82.2 48.3 63.5 71.8 64.5 89.4 100 100 79.45

KNN3 100 92.8 76.5 83.6 48.3 63.5 71.8 64.5 100 100 100 81.91

KNN4 100 92.8 76.5 83.6 68.4 75.0 86.6 88.7 100 100 100 88.33

MLP1 99.9 91.6 36.0 70.4 41.6 42.7 52.1 54.6 98.3 100 100 71.56

MLP2 99.9 92.4 60.5 75.9 20.3 69.7 72.9 25.7 95.7 100 100 73.91

MLP3 100 95.3 86.1 73.4 20.3 69.7 72.9 25.7 100 100 100 76.67

MLP4 100 95.3 86.1 73.4 66.0 68.3 56.4 92.7 100 100 100 85.29

LR1 100 0.00 0.00 0.00 5.60 21.4 27.1 28.5 100 100 100 43.87

LR2 100 92.2 41.6 68.8 3.30 67.1 34.1 42.2 99.1 100 100 68.04

LR3 100 94.2 74.9 75.6 3.30 67.1 34.1 42.2 100 100 100 71.95

LR4 100 94.2 74.9 75.6 34.7 78.3 49.9 72.6 100 100 100 80.02

BN1 99.9 91.6 57.9 69.8 37.1 65.8 68.4 48.2 97.5 100 100 76.02

BN2 100 94.1 56.4 71.9 35.2 71.1 68.9 47.8 97.5 100 100 76.63

BN3 100 94.2 82.1 72.2 35.2 71.1 68.9 47.8 100 100 100 79.23

BN4 100 94.2 82.1 72.2 59.3 80.3 75.7 84.2 100 100 100 86.18

NB1 99.2 94.9 47.2 71.5 8.50 77.8 63.4 32.9 98.7 100 99.9 72.18

NB2 100 95.1 47.1 73.4 9.10 82 63.4 33.3 98.5 100 100 72.90

NB3 100 95.1 80.1 73.4 9.10 62.0 63.4 33.3 100 100 100 76.04

NB4 100 95.1 80.1 73.4 33.3 85.1 64.3 88.1 100 100 100 83.58

FIG. 9. RECOGNITION ACCURACY COMPARISON, 1 VS. 2 AND 3 GROUPS OF ACTIVITIES

TABLE 5. RECOGNITION ACCURACY COMPARISON, 1 VS. 2, 3 AND 4 GROUPS OF ACTIVITIES
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TABLE 6. CLASSIFICATION MODELS, 1 VS. 2, 3 AND 4 GROUPS (TIME TAKEN TO BUILD MODEL)

Time (sec) SVM J48 KNN MLP LR BN NB

Single 25.64 2.88 0.02 80.49 10.05 0.54 0.15

Two 17.17 1.34 0.01 35.02 4.06 0.34 0.13

Three 15.73 0.89 0.01 23.68 1.47 0.32 0.14

Four 8.74 0.46 0.02 17.76 1.28 0.39 0.12

FIG. 10. RECOGNITION ACCURACY COMPARISON, 1 VS. 2, 3 AND 4 GROUPS OF ACTIVITIES

FIG. 11. RECOGNITION ACCURACY COMPARISON, 1 VS. 2, 3 AND 4 GROUPS OF ACTIVITIES
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7. CONCLUSION

The study demonstrates an adaptive HAR system to

improve accuracy in recognition process. A mathematical

model was developed that can be used to group activities

into distinct categories depending upon their behavior/

pattern. The patterns of activities were analyzed through

SD feature. During experimentation, it was detected that

making groups of activities on smaller threshold values,

not only increase the recognition accuracy of overall

system, but also of individual activities, although there

may be more groups and a different classification model

is required for each group. Set of eleven activities were

under observation to prove the usability, scalability and

effectiveness of our proposed methodology. The

recognition accuracy of eleven activities was increased

in total about 9-37% and reached up to 90% in different

cases, using different number of groups and classification

algorithms.
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