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ABSTRACT

The use of Hough Transform (HT) on face recognition is a new research in the field of biometrics and computer
vision. There exists complexities in applying the Hough transform on face features due to large dimension that is
beyond the power of the algorithm. The algorithm was improved and tested using Template Matching. However, the
experimental results on FEI, ORL and Yale face databases demonstrated the effectiveness of the technique and
recognition was achieved with minimal error. The research aimed at improving HT for face recognition by avoiding
complexities involved.
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INTRODUCTION

Face recognition is the process of identifying erifying a person in question by comparing inputeta with face
images initially stored in a database. It is onethef most popular physiological biometrics due t& unique
characteristics and scored the highest similafily Face recognition has increased significantlgrate past 30
years. The recognition of faces has become a megearch area, since traditional means of auttegidic such as
passwords and ID cards are no longer reliablearmthey convenient enough.

Although other biometric authentication methodsedolasn physiological characteristics such as fingetg iris

patterns, and hand geometry can be used, but megek@tion of the users. Whereas, authenticatiorguace is
intuitive and does not have to rely on user's coapen. Face recognition offers interesting sersiagith

considerable application to age, size and compiejdd It is however, non-intrusive, and perhaps thost natural
way of identification. It is essential for interpireg facial expressions, intentions, human emotiamsl behaviors,
which need prediction in smart environments. Mdsthe analysis of profile or frontal face imagesef$ective

without the knowledge or cooperation of an indivatduApplication areas for face recognition techigylcare

broad, this includes identification for law enfomoent, access control to secure computer networdsfagilities

such as government buildings, authentication famuse banking and financial transactions, video sillance

usage and automatic screening at airports for kntemmorists. Such applications range from statid¢cmag of

controlled format photographs to real-time matchifigideo image sequences.

Hough Transform (HT) is one of the feature exti@tttechniques used in image analysis, computeorviand
digital image processing [3]. The use of the transfto detect straight lines in digital imagesiishably one of the
most widely used procedures in computer vision [éfctors such as illumination, pose, and size dfreage make
it difficult to accurately extract faces, espegidiltom a video. These challenges generally makegmition task
even more difficult and cause serious performareggatiation. Therefore, HT is improved in this padpecause of
the following reasons:

* The essential feature of HT is that, it is invacanto image scaling, rotation and partially invaca to
illumination.

 Although HT has been in existence for the past &ary of discovery, it is still a lively topic ofsearch and
applications. Beside its widespread applicationgatiern recognition and image processing, theistescope for
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further research on speed, accuracy and resolafishape detection especially for complex curvea-id and 3-
D images [5]. However, only few methods have beepgsed for face recognition using HT as explaineldw.

RELATED WORK

Feature extraction for the purpose of face recagnitsing HT has recently received increasing &tianto provide
an efficient way of authentication. Arindam et [&l} investigated the performance of HT for faceaguition. The
research introduced a face recognition using iattegr peaks of the HT obtained from significant k#oof the
binary gradient image. The gradient of an image eadsulated and a threshold was set to obtain arpigradient
image, which is less sensitive to noise and illlation changes. Thus, dimension of the image wascesdl HT was
applied on the significant blocks. Then, the béstd Hough peaks were extracted and concatenatgther to
form the new features.

A Hough voting-based method was presented in [Aptorove the efficiency and accuracy of fiduciafigint's
localization, which could be integrated for finaké alignment. Specifically, few stable facial cemgnts such as
eyes and nose were first localized from a giver fatage and fixed as anchor points. Then, thessitots were
used to reduce the ambiguity encountered wheniftgraither less stable facial feature points. A satealocal
voting map was constructed for each fiducial paising kernel density estimation, to allow for effee search
region of fiducial points. Other methods were useihcrease the robustness of the approach.

Nevertheless, computing the HT on the binary gradi@mage and selecting the significant blocks if)y [@quires
several iterations. In an attempt to improve thisthod, another face recognition algorithm basechistogram
features of HT peaks was developed by Amrita andséH8]. HT peaks were utilized to determine tHerdation
angles. The images were divided into non overlapbilocks of equal size, each block was converteal bimary,
and the HT of each block was computed. SeveralgHqeaks were detected and the first 30 Hough peeaks
retained. Orientation angle corresponding to the r8@&ined Hough peaks were selected. Then, orientat
histograms were computed from each block. The @iiatns obtained were concatenated to form the fawtlre
vectors, and classification was achieved using deggt neighbour classifier. The results were coegpan other
state of the art methods.

Reportedly, not only the normal angle and distaofca line can be extracted using HT, but also ihe-segment’s
length and midpoint (centroid) by analyzing theingtdistribution around a peak in the Hough sp&eHor recent
HT framework, interested reader should see ‘A blatde face feature extraction technique’ proposgd/arun et

al. in [10]. The binary image was divided into armer of smaller blocks, to separate the regiomigfrest. The size
of the block reduces when the number of dividedkdds large, since the image content presenteblbck is also
reduced. This leads to better feature extractitienTHT was applied, and a number of peaks werenaotaThese
peaks vary for different blocks of the image. Thaisset of prominent peaks were selected to mairairstant
gallery size. The local maxima were considered hes grominent peaks and their positions were detexthi
Variations in pose, illumination, expression welsoaconsidered. In addition, the experimental rtsswere

obtained within an average of 10 iterations. Tablsummarizes the most recent transforms developeithe

literature with their performance comparisons.

The preprocessed image was obtained and partitiomeé set of blocks. HT was applied to each blac#l Binary
Particle Swarm Optimization (BPSO) based featutecsien algorithm was used to extract a particmamber of
prominent peaks. Then, similarity measurement wasputed using the Euclidean classifier to measeateden the
test vectors and the reference vectors in thedattery.

Table -1 Comparison of HT with Few Transform Based Algorithms

Algorithm Database No. of Training Images Recognit%)
BGI + HT [6] ORL Not specified 95.00
ORL 1 71.20
DWT based Algorithm [11

ased Algorithm [11] Yale 1 6750

FMT based Algorithm [12] ORL 1 68.00

Yale 1 65.00

Orientation Histogram based Algorithm [8] ORL 1 80.00

Yale 1 94.00

) CMU PIE 2 96.88
Block-wise Hough Transform Peaks (BHTP) [10 Color FERET 8 8081
Local Hough Voting [7] BiolD Not specified 98.95
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Although HT requires significant storage and haghliomputational requirements, it is faster anivdes the same
result as that of Template matching. It definesapping from the image points into an accumulat@cspHough
space). This is achieved in a computationally &ffit manner, based on the function that descritesarget shape.
Among all existing shape extraction techniques, iBthe most popular. This is because, HT is egaivato
Template matching. This is the prime advantage Df18]. Additionally, the reason why HT needs toitmproved

is that the number of HT peaks obtained from each imageg,\vand this leads to redundancy during feature
extraction. Similarly, the number of peaks extrdcti®m each segmented block is dependent on thek bipage
size [10]. This means that, difference number adkgeis present across the images. As a resultpribeess of
extracting equal number of peaks in the imagesitifyéng the prominent peaks and extracting a paféir number

of prominent peaks is time consuming. Meanwhil@)niblves a number of iterations.

Contrary to these approaches, an enhanced HT frarkdésvpresented in this thesis without dividing ilmage into
blocks, and Canny is used instead of Sobel edgerietas used in [10]. This problem is addressatii;mstudy,
since application of HT on face extraction will edee more complicated. Because, face varies froenpanson to
another due to race, gender, age, and other phydizaacteristics of an individual. It also varigs scale,
orientation, pose, facial expression, and lightoegdition. Thus, it becomes more challenging siHdelocates
shapes in images that are represented into searafneters. The HT is employed with Template matcHor
efficient face recognition. Template-based appraachsimple process that has been widely empltyéakcate the
human face in an input image. However, this metbogkry sensitive to pixel misalignment in sub-ireageas and
depends on facial component detection [14].

RESEARCH METHODOL OGY
To develop the new framework using Hough transfdathpwing important stages were implemented.

I mage Databases Used

For detailed evaluation of the proposed framewdhkee research databases were used for testingg the:
Fédération Equestre InternationdlkEl), Olivetti ResearcHaboratory(ORL) and Yale face databases. Generally,
comparing the performance of face algorithms idiaift, partly due to lack of commonly adopted blemark
dataset [7]. These databases were used in somd meaks and that motivated us to perform a famparison.

Histograms Conversion

An image was first converted to histogram aftdrais been preprocessed, such as noise removalmsifign filter.
Image histogram is a plot of the relative frequeatpccurrence of each permitted pixel values innaage against
the values themselves. It shows information ofraage using its contrast and reveals any potenifi@reince in
color distribution of the image foreground and lokind scene components [15]. The histogram péwisforms
total pixel of images [16], and it is always a dimn to comparison of colors. Conversely, Contrsisétching
operates by stretching the range of pixel intessitif the input image to occupy a larger dynamiggeain the
output image.

For a simple gray-scaled image, the histogram @ednstructed by simply counting the number of sireach
gray-scale value (0—255) occurs within the imadsg.[Each ‘bin’ within the histogram is incrementeaich time its
value is encountered, until the image histogranoisstructed.

Image histogram was plotted in Mat lab simply usimpist() function. Histogram plot with two distitiee peaks
shows that a high peak in the lower range of pixdlies corresponds to the dark pixels of an imagd,a lower
peak in the higher range of pixel values correspdndbright pixels of the same image. The equiahéstogram
distributions of Fig. 1 are displayed in Fig. 2 wing the effect of histograms on contrast stretcimdge. The
histogram converted the enhanced image into higiodpins for easy extraction.

Histograms Rotation

After the range of pixel intensities of the pregrssed image was normalized by enhancing the itye(cdien

called Contrast stretching), then equivalent histogof the normalized images were obtained usiatpgiam plot
function. This resulted to a distributed histograitseparated bins that is easy to extract the festand minimizes
error during matching. In addition, the histogratotp were rotated by 30 degrees to prevent a déstardough
matrix and guarantee appropriate peaks, meanwhiiease the speed of detection. On the other hakithg a

histogram plot of a rotated image lowers the bim$ seduces display time of the plot. In Mat labage histogram
can be simply rotated using imrotate() functioneTbtation was carried out on the histogram plbtsugh the
origin which generated another plot of linearlynegented features.

The rotation took place like sectioning of histageaplot, which displayed the reduced number ofuiest of an
image equivalent to the number of histogram bireatére integration implies taken only dominant dees that
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represent the image, using sequential selectiautjtr the center of histogram bins. These featuer® wligned.
Aligned features are the integrated features atigndinear order, so that the extraction proceses a pattern of
flow. It eased the extraction process and enabdgelction of face features appropriately. Howevaty one Hough

peak was produced in the Hough space. Therefoueraeiterations in retaining certain number of zeavere

avoided, and complexity of block partitioning wadsménated. This type of rotation is unique in tldemain, and

contributes largely to the design of the framewdrke rotation is simple but effective means of disienality

reduction. Hence, new features were generated 3Hilyistrates the process of histograms rotation.
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Fig. 1 Contrast stretching applied to a sample image Fig. 2 Before and after histogram distributions of a face image
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Fig. 3 Histogram rotation process
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Application of Canny Edge Detection

An edge is a curve that follows a path where thenisity changes rapidly in an image. Edge detedtarsed to
identify the edges in an image using appropriatgeeflinction. The function looks for places where first
derivative of the intensity is larger in magnituttean some threshold, or it looks for places whée ¢econd
derivative of the intensity has a zero crossinge Tanny method used in this paper is generally agladged as
the best ‘all-round’ edge detection method devedojpedate [15]. It can easily detect strong andknedges, and it
is less sensitive to noise. This argument was ooefil by applying popular used edge detectors (RreSabel, and

Canny) on a face image from Yale database, andffbet of Canny was noticed best, since it deteltthe varying
pixels.

Additionally, performance analysis of Canny edgeedgon for illumination invariant facial expreseioecognition
was conducted by Zankhana and Vikram [17]. Cannykaa satisfactorily well, even for images which are
normalized through preprocessing technique. It wascluded that, Canny is an efficient method faatdiee
extraction especially in expression recognition.sfie the type of a classifier, Canny works bestwdrks
reasonably well with many databases. The Cannyappied on the gray-scale images prior to computiregHT.
After rotating the features obtained from histograhe Canny was applied on this plot. The methoek usvo
thresholds to detect strong and weak edges, ahddgethe weak edges at the output only if theycarmected to
the strong edges. Therefore, this method is mé&sdylito detect true weak edges. Canny aimed toldp\an edge
detector that satisfies the following three keyecia:

* A low error rate, this is a situation where the eglgccurred in images should not be missed andhbes

should be no response where edges do not exist.
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e The detected edge points should be well localiZdéds means that, the distance between the edgés@s
found by the detector drthe actual edge should minimum.
e There should be only one response to a single
Basic procedure of applying Canny can be summaiizéue following

Step 1: Reduced the image nc
Step 2: Find the edge stren
Step 3: Calculate the edgeection using the given formula
Step 4: Digitize the edge directi
Step 5: Perform nomaximum suppressi
Step 6: Track along the remaining pixels that hastebeen suppressed and threshold the imagentfid
the edge pixels.

Feature Extraction usng HT

Feature extraction is a process whereby redundsatisl remove, retaining the data which is most necessary |
The important feature called extracted feature detailed representation of the original data. Seuleset o
relevant featuresre selected from large number of features extladtds is called feature selection. For 1
experiment, HT was used for feature extractiFig. 4 shows the feature extraction process. It resesnbft
extraction of a set of collinear point feature) which are represented in parameter space wheg-intercept
parameterization was used (b), and set of sinusciglakes in parameter plane aff—0 parameterization was us

(c).

Template M atching

The face recognition procedure compares an inpaigénof unknown face against a database and refiar
percentage of a match. In this section, similargasure using Correlatiwasemployed for the template matchi
which is a simple learning algdmin, andsimplest approach to pattern recognition [4]. lis #pproach, the que
patterns were matched against the stored templatelg rotation and translation were taking inte@ant. Cros-
correlation was calculated, then threshold wadrset the experiment outcomes and the regions which have
cross correlation values than the chosen threshatdrejected. Example of template faces is giveFig. 5.
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Fig. 4 Feature extraction process [19]
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Fig. 5 Template Matching

Cross Correlation Technig€CT) and Euclidean Distance (ED) were used to @mphe similarities of the te
images against the neutral image. ED is definati@straigt-line distance between two points. IN-dimensional
space, the ED between any two poAi andBi is given by:
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Where Ai and Bi are the coordinates @f andB in the dimension ‘i’ respectively. The smaller tHistance, the
higher similarity of the test images from the refezed one. While CCT locates features within angamand
compares the specific feature in the image, theesaay Template matching locates occurrences ofeshapthe
image. It is given by:

r = Zm Zn(Amn - K)(an - E)
\/(Zm Zn(Amn - K)Z)(Zm Zn(an - E)Z)

Whered = mean2( A), B= mean2(B), and r=eorr2(A,B). The matrix of the extracted features waszesd and

series of templates were generated. The generatepldte of each of the neutral face image was redtelgainst
the remaining 13 images in each subject to obtancorrelation values as described in Fig. 6. phizedure was
used to check the similarity of images from the eambject, such thatl,,.,1rq; X Aremaining Were matched, where
Apeutrq Stands for a neutral image matched aganshqining (the 13 images of the same subject).

Similarly, the neutral images were further matchéth different subjects in the database as showhRign 7 to
check the correlation results. This procedure wsesiuo check similarity of images from differenbjaets, such
that A,eutrar X Bremaining Were matched. Whew, ..o, Stands for a neutral image matched agaghqining (i-€-

13 images of another subject). These procedures vegreated on all 40 subjects using both CCT andtd&D
measure the similarity between the images. Supgdsand CCT are above threshold, the decision isefit, and

if ED and CCTare below threshold, the decision is ‘reject’. Tduenulative results of both the CCT and ED were

used to make final decision of the verification.

Fig. 6 Matching using the same subjects

Fig. 7 Matching using different subjects
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Implementation Steps
Mat lab implementation adopting the principle afelidetection using HT was executed to detect tipgoppiate
features. The process of detecting the face featar¢his study was implemented using Mat lab fiomst in the
following steps:

Step 1: Read the query image

Step 2: Convert rgb2gray

Step 3: Perform image cropping of 215x250 by medimsicrop function

Step 4: Increase the contrast of an image usmgdjust function

Step 5: Convert the stretched image to histograsimgimhist function

Step 6: Rotate the histograms plot udimgotate function

Step 7: Find the edges in the image usingetihge function

Step 8: Compute the Hough transform of the imagegusieHough function

Step 9: Find the peaks in the Hough transform maising theHoughpeaks function

Step 10: Find linear features in the image usiedtbughlines function

Step 11: Create a plot that superimposes the tingke searched features

Step 12: Plot beginnings and ends of linear festur

Step 13: Determine the endpoints of the longestlifeatures segment

Step 14: Highlight the ends of the whole features

Step 15: Display results

RESULTSAND DISCUSSION

For evaluation and comparison of the proposed freorie average recognition results considering ibéhmetrics
is 95.63% from FEI, 97.68% from Yale, and 99.97#nfrORL face database. Table 2 demonstrates a copar
of the proposed HT with other related algorithms.

The acronym BGI stands for Binary Gradient Imades epproach used HT with selection of 2 nearegshéo
centroid peaks [6]. Based on the results preseittésl confirmed that the framework produced prangsresults.
This also proved that, with single algorithm itgsssible to achieve detection and recognition sanelously.
Hence, the experimental results demonstrated higtection accuracy, and the proposed frameworieaet up to
99.97% on ORL face database, which is a significaptovement over the state-of-the-art methodsddition, the
results of this framework proved the essence ofifyiod the HT algorithm and explored its flexibiliton face
recognition. This framework resembles Amrita ana&h(2014) [8], and Varun et al (2015) [10] exdbpt images
were not divided into equal sized non overlappilugks.

Table 2. Comparisonswith other Transform Based Algorithms on Benched Mark Databases

Algorithm Database No. of Training Images Recognit{%)

BGI + HT [6] ORL Not specified 95.00

DWT based Algorithm[11] ORL 1 71.20

Yale 1 67.50
. ORL 1 67.30
Radon Transform based Algorithm [11] Yale 1 20.00
FMT based Algorithm [12] ORL 1 68.00
Yale 1 65.00

Orientation Histogram based ORL 1 80.00
Algorithm [8] Yale 1 94.00
Block-wise Hough Transform Peaks (BHTP) [10] ng/:’LIJ:EIIQEET ; :(()538;?
Local Hough Voting [7] BiolD Not specified 98.95

1 95.63

Proposed HT ORL 1 99.97

Yale 1 97.68

CONCLUSION

The improved framework for face recognition usin@ Was developed in this paper. Where histogramdaate
dimensionality reduction technique, and rotationhidftogram plots provided new features that carexteacted
using HT. The extracted features were used forgmition purpose. The framework was tested usingadce
measurement and CCT.
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