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ABSTRACT

In modern scenario the IT industries are investimgch capital on software quality testing. Softwaesting phase
of software development life cycle provide the aisfeletails to the software developer. The propasedel is
capable to predict the defect before going to thiéware testing phase. It also minimize the timd aost of the
project. In this paper object oriented defectedagat ANT 1.7 has been used which is provided bPR@MISE
(Predict or Models in Software Engineering) reposjtof empirical software engineering data. In thekta sets
the metrics and bug are freely available to theesshers publically. The main objective of this kas to
calculate the accuracy and performance of the psegb software bug prediction model based on difteren
techniques.

The proposed model is based on GDA (Gradient désd#im adaptive learning back propagation) techreguThe
proposed model is providing 98.97 % accuracy whichetter as compare to the other existing modaisAht
dataset.

Key words: Bug prediction, Dataset, Gradient descent with @idaplearning back propagation techniques,
Metrics

INTRODUCTION

The different types of software metrics like clésgel, method level, file level, process level ased to find fault
in the software before the testing the softwareeaty stage of software developments life cycleer€hare
different methods which are used to find the sofenmaults, the methods are statistical method, mnaclearning
method, and expert analysis system etc [7]. Thebaunof faults in the software cause to problemsyistem
performance and the software containing many fadéls/ered to the user. So there is need of autednatodel
which takes less time and predict the approximaiits existing in the system. Here machine learmieghod has
been used which is based on neural network. Tlgigeed the approximate result near to the actualltalready
given [16].

Neural network is the techniques based on the huimains. It is collection of the number of artifitineurons. It
can be customized according to the need and prabl&m each artificial neuron takes a number of is@nd
provide the single output [5]. An artificial neurperformed the complex calculation on input onlthsis of used
transfer function to produce desired output. Asstze of neural network increases the complexityhef system
also increases. Therefore there is need to useutmber of layers, number of neurons, transfer foncas less as
possible. Neural network is capable to perform dempunction in many fields like in pattern recotjon [5],
classification, speech recognition, vision and oansystem. Neural network is capable to solve pgheblems
which could not solve by the human brains or bydbaventional computer system E.g. data mining,[Irhhge
processing [12] and diagnostic systems [13].

At last it has been analyzed that the software striks have a high level of challenging problemsiétiver the
fault free software to clients or users. The debdesoftware should be reliable; it should be nmuegformable as
size and complexity of the software increases. V@ bug prediction system is cost effective angrowing

software quality [19].
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REVIEW OF LITERATURE

In this study the number of papers which are ptblisin conferences, journal, book, transaction fii880 to
2015 have been analyzed. These published papeeshesn categorized according to the model basedamhine
learning approach. This literature review exclutlegl paper which has not experimental results. Parfd Selby
used the classification tree on method level metand produced 79.3% accuracy of the model [2]. iBabt
supported longer to improve this model. The logistegression, optimization set reduction (OSR) and
classification tree used by the Briaatal This model was not appropriates, it produced memuto 90% using
OSR technique. Khoshgoftat al [4] used fuzzy logic subtractive clustering methdd classify the data in to
faulty and non-faulty classes. This model is maolethe 10 method level metrics. Refurment used yfuzge
based model for finding number of faults. This mddeapplied on the 11 method level metrics of aliwal image
system. Wangt al used artificial neural network for software faptediction used on a large telecommunication
system developed on c¢ language having product esepiovided by matrix analyzer [2]. Xiarey al used the
support vector machine (SVM) on the 11 method lewetrics of medical image software. The publisheggy
evaluate that it was not better for class levellipulataset.

Ma et al studied the performance of various machine legr@ipproach on public data set, this is method level
metrics provided by the NASA. However it was failem find a software tool which consist this apptoac
Boesticher analyzed the effect of dataset on so#ivemgineering and applied Naive Bayes techniqlieT[ais
provides the 94% accuracy for determining samescéasl nasty neighbor test set in public datasetigeed by
NASA. Bibi et al used regression classification to solve softwaatfprediction problem with a confidence
interval. It had provided better regression erhamt standard regression. Turhan and Bener showeasgumption
in Naive Bayes algorithm is not preprocessed witARBo they used balance parameters [2]. Mende amhke
focused on lines of codes metrics based softwark faediction model on public dataset of NASA. Fmodel
performed better in term of area under ROC curvarpater. Singh and Salaria [15] introduced a mbdskd on
machine learning approach using neural network wpioviding the accuracy of the model 88.09% ondlass
level public dataset ANT1.7. Mahaj&t al [9] proposed a software fault prediction modehgsBR technique of
neural network. It was machine learning approact grovided 92.44% accuracy of the model for clasel
public dataset ANT1.7.

DATA SET

The input dataset used in this model are objeented class level public dataset. These datasehkee from the
PROMISE repository of empirical software enginegraata(http://promisedata.googlecode.corihe dataset are
available in nonnumeric or textual form so its néeg@repare the data to use as input in neuralor&tvit is known
that neural network trained only with numeric dadance there is need to convert non numeric data mumeric
form. There are many techniques used for conveldierbinary encoding, unary encoding and numbediagses.
Here MS Excel has been used to convert textual forte numeric data. The following table providdgibute
information or metrics used in the public datagéf|

Table -1 Attributes Information of Public DATASET

S. No. Attributes/ Inputs Explanation Suggested By
1. wMC Weighted methods per class Chidamber andekenj3]
2. DIT Depth of Inheritance Tree Chidamber and Kesrj8]
3. NOC Number of Children Chidamber and Kemerer[3]
4. CBO Coupling between object classes ChidambeKamerer[3]
5. RFC Response for a Class Chidamber and Kemgrer[3
6. LCOM Lack of cohesion in methods Chidamber aedhkrer[3]
7. LCOMS3 Lack of cohesion in methods Hendersones&ll2
8. NPM Number of Public Methods Bainsy and Davis[1]
9. DAM Data Access Metric Bainsy and Davis[1]
10. MOA Measure of Aggregation Bainsy and Davis[1]
11. MFA Measure of Functional Abstraction Bainsy &avis[1]
12. CAM Cohesion Among Methods of Class Bainsy Baglis[1]
13. IC Inheritance Coupling Targy a[16]
14. CBM Coupling Between Methods Taebal[16]
15. AMC Average Method Complexity Targal16]
16. Ca Afferent couplings Martin[12]
17. Ce Efferent couplings Martin[12]
18. CcC Cyclomatic complexity McCabe[13]
19. Max(CC) The greatest value of CC McCabe[13]
20. Avg(CC) The arithmetic mean of the CC McCabg[13
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IMPLEMENTATION TO DESIGN THE PROPOSED MODEL

In this work the neural network model has beentekand designed to measure the performance us@am m
squared error (MSE) function which providing thetéeresult in term of accuracy. As neural netwadcks on the
concept of accepting input, training the netwodsting the sample by simulation. The 85% of Antdafaset has
been used for training and testing is done on 8% Qf Ant dataset [9]. The ANT dataset classifieda two dataset
training and sample (dataset for testing). The sand 5% sample from Ant dataset has been ejectetefting
dataset using the formula to generate the randalexinRand Array=ceil (1+ (745-1).* rand (100, 1))[Fhe
remaining 85% of Ant dataset has been used faritigi

Preprocessing and Post Processing
The training input dataset has been preprocesssrhte the input matrix in the range of -1 to hgghe formula

Yij = (Y _Ymin) |:(Xij - Xmin)+(xmax_ Xmin) +Ymin

max
This model designed using GDA (Gradient descenh witloptive learning), BR (Baysian Regilation) anél L
(Levenberg Marquardt) techniques to train the rnengtwork. The transfer function tangent sigmoid aare linear
transfer functions have been used at hidden lay&oatput layer respectively. There are one hiddger and size
of hidden layer is 33.

The following Fig. 1 shows the neural network cguafiation information. The following Fig. 2 providjnthe
execution and result in Matlab 2013.

Algorithms

Data Dnvasion: Random  (drviderand)

Training: Gradient Descent with Adaptive Learning Rate (traingda)
Performance: Mean Squared Error  (mise)

Derivative: Default (defaultderny)

Progress

Epoch: i |: 16 iterations | 200
Tirmne: | 0:00:00 |
Performance: 146 | 144 | oaoo
Gradient: 111 | 24.0 | 1.00e-10
Validation Checks: 0 | 5 | 5
Plots

Lu.Peformance | (plotperform

!_ Training State. | (plottrainstate)

i Error Histogram

| Regression

|
|
| Fit J {plotfit

Plot Interval: J 1 epochs

« Validation stop.

': Stop Trair ng m Lancel

Fig. 1 Neural Network Training GUI
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Fig. 2Execution process of the proposed model in MATLAB
RESULT AND COMPARISON ANALYSIS

For ANTver1.7 Datasets the Actual and Predicted Bug

Table -2 shows the predicted bug correspondingeaattual bug in the classes of the datasets. Racwnber is the
random indices find out from the actual dataseth ttie help of random indices generator array zd 400 rows of
1 column.

From the above table it has been analyzed thatethdt of predicted bug output of GDA. BR and LM@lithm is
calculated by the testing dataset of Antl.7. Actugj is the output which is already given in thalAn dataset. As
a testing result the average predicted output usibgh, LM and BR are 0.545513, 0.5649195 and 0.624864
respectively. Given that average actual outputdsting dataset Antl.7= 0.5400

General formula for calculating percentage accutddyDA, BR and LM algorithm are given below:

Percentage Error= |average predicted output-averetgal output|/average actual output*100 [9]
0] Accuracy of GDA algorithm:

Percentage Error = |0.545513 - 0.5400//0.5400 *A0M24074%

Percentage Accuracy= 100 - 1.024074% = 98.97

(i) Accuracy of BR algorithm:

Percentage Error = |0.5649195 - 0.5400]/0.5400*10.614722%

Percentage Accuracy= 100 - 4.614722% = 95.38%

(iii) Accuracy of LM Algorithm:

Percentage Error = |0.6196424 - 0.5400//0.54000*104.748593%

Percentage Accuracy= 100 - 14.748593% = 85.25%

The following Table -3 shows the comparison restithe proposed model and it is analyzed that tiwairacy of
proposed model using GDA techniques is greater tharother techniques BR and LM for ant datas€t®mm the
table -3 calculations, so it has been observeddisigning of software bug prediction model usiri@A3echnique
provides the higher accuracy than techniques k8]BR and LM.

Note: This is shown that the neural network based begliption system using GDA techniques is betteresyst
than BR and LM based models.
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Table-2 Predicted Bug corresponding Actual Bug

Sr. | Record | Actual Predicted Predicted | Predicted| Sr. Record | Actual Predicted Predicted Predicted
1 608 0 -0.13965 0.207984 0.097988 51 207 q -01194 0.151031 -0.07361
2 675 0 -1.21596 -0.0495 -2.87044 5p 507 0 -0.246[76 0.114256 0.068069
3 96 0 -0.05277 0.247892 0.275674 53 331 0 0.701153 0.228145 -0.21602
4 681 0 -0.11811 0.285726 -0.17133 54 122 0 -040947 0.254947 0.136278
5 472 0 0.285041 0.2126264 0.094878 585 9( q 0.025808 0.310194 0.170748
6 74 0 -1.53603 0.317994 -0.25844 56 372 4 1.538865 0.562457 1.047118
7 209 0 -0.22445 0.076408 0.140634 57 716 q 2.48412 0.46279 -0.03102
8 408 0 0.029051 0.292781 0.167947 58 255 a 0.74049 0.335037 -0.54654
9 64 6 3.581547 1.397309 1.735874 59 43y 1 0.210388 0.745827 0.862717
10 719 0 -0.28106 -0.10414 -0.60366 600 168 0 08614 0.957596 -0.26016
11 119 0 0.886165 0.292744 0.001648 61 56p i 376 2.06538 0.739828
12 724 0 -0.31521 0.038991 0.130673 g2 191 a -86248 -0.00344 0.259179
13 714 0 0.181777 0.674014 0.054281 63 37B q 17085. 0.946486 0.865572
14 363 0 -0.25176 0.111971 0.067472 g4 52p 3 08309 1.469272 1.874704
15 597 1 0.104797 3.857747% 0.584896 65 664 1 -64610 -0.41488 0.206739
16 107 0 8.776178 0.337984 1.645744 66 -5 1 0.88613 0.428421 -0.01306
17 315 0 0.113252 0.242717 -0.00369 q7 4089 a -@444 0.25732 0.336718
18 683 1 0.348626 1.39504 0.36483 68 105 q 0.549674 0.605076 2.480168
19 591 0 -0.31736 0.132873 0.001049 g9 118 a -0847 0.183026 0.055194

20 715 0 -0.61349 0.431657 0.148418 70 198 3 13818 1.559254 3.182096

21 489 1 0.734295 1.079813 0.537585 11 627 q -68172  -0.02015 0.950938

22 28 0 1.105606 1.261218 1.4427%3 72 110 a 0.66670 0.230562 -0.01864

23 633 0 0.409662 0.317317% -0.16703 73 60y a 03%w24 0.233531 0.174338

24 696 0 -0.22445 0.076408 0.140634 74 1838 1 -04118 0.353103 0.60126

25 506 0 2.455554 0.01163€ -0.1736 75 698 1 1.5P319 0.042523 0.684113

26 565 0 0.650624 0.414247 0.293202 16 26p 4 188127 0.96698 -1.77521

27 554 0 1.454326 1.072593 0.838083 17 148 q -0®83 0.319187 0.176864

28 293 1 0.002737 0.6175872 15.25707 18 188 q -0B32 0.020443 -0.26828

29 558 0 1.163242 0.557904 0.176552 19 460 q 077 1.147923 0.39675

30 129 0 -0.32408 0.431524 -0.04377 80 354 1 08431 1.438076 1.278197

31 527 0 0.1587 0.094566 0.2355%4 81 268 q 0.333R4 0.214441 0.084025

32 25 0 1.892478 0.639642 0.176114 g2 62D a 0.257p3 0.11507 0.346055

33 208 3 2.601005 -0.53971 11.61586 g3 30D a 03668 0.027812 0.345309

34 36 0 1.428806 0.475444 0.779296 84 410 a 0.20609 0.386845 -0.65296

35 395 1 1.116454 1.153601 1.2593p5 85 684 q 0944 0.141806 0.027432

36 614 0 -0.21917 0.078754 0.141554 86 214 1 0XB59 1.479849 0.910492

37 518 0 2.375533 -0.13306 -0.17967 g7 180 q -G024 0.207553 0.081312

38 237 0 -0.4702 1.004961 -0.10142 88 562 1 -1.1908 0.456473 0.139036

39 708 0 0.838772 0.136294 0.359103 89 93 a 0.401 0.157137 0.053273

40 27 0 -0.63521 0.849762 0.0357¢4 90 424 0 1.433585 0.499563 -0.05633

41 328 2 -1.43437 0.165374 -0.03463 91 5§ 3 3.@795 0.679799 3.53968

42 285 0 0.811302 0.282684 0.101281 92 42 a -04729 0.168506 0.697581

43 571 0 0.240642 0.78786€ 0.3722 93 396 q -0.14783 0.201637 0.091267

44 593 1 1.299295 1.9117064 2.355454 94 58[L q 0213134 0.21556 0.226597

45 141 1 1.272101 2.376584 2.699214 95 31p 1 o8B77 0.719909 1.080108

46 366 0 0.394207 1.486041 1.1395P6 96 94 a 1.56201 1.136674 0.454579

47 333 4 0.595494 1.679584 -0.014 97 42% 0 -0.190P2 0.16109 -0.55119

48 482 0 1.455601 0.405239 -0.05881 98 351 a 0B¥2% 0.262891 0.100087

49 529 0 1.288392 2.655653 1.862982 99 10 a 0.57233 0.459189 -2.34548

50 563 0 0.045455 0.745916 0.795299  1p0 25p 8241 0.351805 0.601557

AVG 0.54 0.545513 0.5649195] 0.619647
Table-3 Comparison for Accuracy of Different Bug Prediction Models
Sr. No. Bug Prediction Model using different teahurgs Input Data set Accuracy (%)
1 Levenberg Marquardt (LM) Based Model Ant 1.7 85.2
2 Baysian Regilation (BR) algorithm Based Model At 95.38
3 Gradient Descent Adoptive Learning Back-propayaf\lgorithm (GDA) Based Model Ant 1.7 98.97
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Performance Graph of Neural Network

The train structure keeps track of several vargldering the course of training, such as the valfighe
performance function, the magnitude of the gradieftt. It can use the training record to plot tleefgrmance
progress by using the plot performance command.

The property training best epoch indicates theaiten at which the validation performance reachedimmum.
The training continued for 16 more iteration befthhe training stopped. This Fig. does not indicatg major
problems with the training. The validation and testves are very similar. If the test curve hadreéased
significantly before the validation curve increastmbn it is possible that some over fitting might/e occurred.

Validation define as the post analysis of the nekwoneans testing on the trained data that the syatshieving the
goal or not if achieving then this is stop theniag and show the result of MSE [9]. The valuesnafan squared
error for each iteration shown in the Fig. 3.
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Fig. 3Performance measure v/s number of iteration

CONCLUSION

It is concluded that the proposed software bugiptieth model using GDA techniques providing thetéetesult
than BR and LM techniques based models. It has been in the experimental result that the prediatediracy of
the model is 98.97% using Gradient Descent Adogéaening Back-propagation techniques (GDA). Agsult, it
is found that machine learning models based on &2Anique of neural network is providing the superesults.
It has been analyzed that this techniques is fastdmiques than other existing techniques [14] [8hdlt is also
observed that this providing the simulation reguliess number of iteration than other existing eled14] and [8].
It provides the result only after 200 iterationsiathis smaller than the 500 no of iteration usedths existing
models.

In future, the further study about the other fasd digher performing techniques are required torawe the
performance of the model. The different techniquay produce better performance in terms of accumdgysing
class level metrics, more studies can be condumtethult prediction models. So that this improveddal may
become capable to simulate the different similpetgf wild public datasets and another private skta
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