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ABSTRACT

Proportional-Integral-Derivative (PID) controller &sed Load Frequency Control (LFC) proposed here for
controlling the frequency deviation which is a asfemajor technical issue of a two area interconedcpower
system. In order to improvise the performance ppBting power of a power system, error functiomisimized.
The objective function taken into considerationrdwere is Integral of Square of Error (ISE). To impize the gain
values of controller, the Particle Swarm Optimipati(PSO) algorithm is used. Tuning of controllessdbne in
order to get the gain values or controller paramsteuch that the desired frequency and power itiznge with
adjoining systems are maintained within specifituga Controllers must possess the property of bsmgsitive
against changes in frequency and load. Tuning oftrodiers based on PSO algorithm is justified byking a
comparison with Conventional Ziegler—Nichols tunmgthod.

Key words: Load frequency control, PID controller, Particleasm optimization, Ziegler—Nichols method, Integral
of square of error

INTRODUCTION

Electricity generation is the process of generatilegtric power from natural sources of primary rgge In

an electric power system, Load Frequency ContréiQLis a system for adjusting the multiple genasafmower
output in response to changes in the load. Thegobjective of the LFC to regulates the power flostween
interconnecting areas while holding the frequenmystant. It distributes the load between generandscontrols
the tie-line power to pre-specified scheduled value

In order to keep electric power system operatidialike, economical and safe, LFC in power systernveasy
important. In general, constant frequency is id@di as a normal operation. The balance can beegiduy
measuring the frequency. If frequency is increasimgre power is being generated than demand, anbdeif
frequency is decreasing, more demand than thenitastaous generation.

By proper tuning of PID controller parameters basadperating point this drawback can be overcofngficial
intelligence (Al) based algorithm can be utilizext this purpose. There are different Al algorithfos tuning of
controller parameters for load frequency controanfinterconnected power system like genetic algar,i particle
swarm optimization, ant colony optimization etc.tBuany Al algorithms are difficult to implement tzse of its
complexity in coding. From past decade PSO becpopaillar due to its simple structure and impleméomatt is
also having ability to solve non-linear and comppegblems. Here PSO based PID controller proposetdFC in
which PID controller parameters are optimized usi#§O and results also companed.t. classical technique
Ziegler—Nichols tuned PID controller. Comparisord@ne by selecting two performance indices, first 6 peak
undershoot and other one is settling time.

LOAD FREQUENCY CONTROL

A power system is a highly non-linear and complgstem with different dynamic responses and chariatites.
Several interconnected generating units supplyiatyeof loads across the huge geographical ameagfh tie-lines.
So, it is highly desirable to improve the performanf power system during normal and abnormal dgjpeim But it
is not that much easy task, due to constantly dhgnigad, frequency as well as voltage instabiéihd so many
environmental disturbances. In real power systéraguency instability may lead to systems fail. Treguency is
closely related to the real power balance wheretiage is related to reactive power. The real paavet frequency
control is referred as LFC [1-6].
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LFC is very important in power systems to supplijatde electric power at consumer end. However,tlom
consumers’ side, loads fluctuate randomly. Chandedad demand leads to adjustment of generatiaghacahere is
power imbalance. To bring the power system in lmdasondition power generation need to control mesananner.
So, this control is very important to nullify thahalancing effects due to load fluctuation[7-9].

If there are changes in load then this will affeoth frequency as well as bus voltages. LFC adjubts power
flow between different areas while keeping tliequency constant. LFC is actually a loop thgulates output
in the range of megawatts and frequency of the rg¢me[5], [10]. LFC basically consists of two cooitloops;

these are primary loop and secondary loop.
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Fig. 1 LFC for two area interconnected power system

PSO OPTIMIZED PID CONTROLLER FOR LFC

Basically controller is a device, which works omse -understand-act in another means monitor thabka and
process them to alter the operating conditions. flilelamental of control loop can be simplified asFig. 1.
External disturbances in the system ignored.

Inpﬂ-@%- Controller » Plant OLLtpUt

| Sense

Fig. 2 Controller in closed loop with plant
PID Controller
There are different types of controllers based lairttype of structure but from last few decadesstrpopular
controller utilized in most of industrial process RID type controller [11-16]. The transfer funatiof the PID
controller is given by,

U(s) = K, + K— +Kys (1)
Where K: Proportional gainK;: Integral gain andy: Derivative gain

PID controller combines the effect of proportiorddrivative and integral components on the closeg response
of system.

« In case of proportional controller the time resmomaproves but there will offset between the outgsponse
and desired response. This offset can be reducedcbgasing the proportional gain, but this may atause
increase oscillations for higher order systems.

* When integral controller is considered then it ki steady state error to zero. Structure-wisegroofl the
closed loop system increases by one. But by incrgasiore integral gain the system response may be
oscillatory and become slow as well as even sonestitend to unstable.

« Derivative action predicts system behavior and owups settling time and stability of system.
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Suitable combination of proportional, integral athefivative actions gives all the desired perfornesne.g. fast
response, elimination of steady state error; lodeushoot, less peak overshoot. PID controllers aickepted for
so many different industrial processes due tooitsistness and simplicity.

Ziegler—Nichols tuning Method for PID controller

The gains of PID controller can be tuned by coneaal ZN method; this is one of popular classicaling method
for Pl or PID controllers. ZN tuning method is medble for very complex and bulky system those eratitical
modeling is tedious task. The ZN method is a h&arapproach to tune PID Controller. This methodased on
selection of proper value of proportional gain &ick sustained oscillation occurs, from which ulite gainK, and
oscillation periodT, are obtained [17-18]. Once for any system valueltirhate gain and oscillation period obtained
then gains value of PID controller calculated, asgiven below in Table -1.

Table -1 PID Controller Gains from Ultimate Gain and Oscillation Period

Controller Parameter Value
Kp 0.6Ku
Ki 2Kp/Tu
Kd KpTu/8

Objective Function

For finding optimum values of parameters by usipgmization, the objective function is the mediu®bjective
function based on error which is a function of ekknown as integral of the square of the errorecidn (ISE) but
this performance index is not taken into considenatlSE penalize large error over small errors s the
benefits of fast response. The objective funct&gn i

] = f[)oolelz dt (2)
Here for LFC problem, the objective function is rifiedl in such a way,
] = [J1AfI? + alAf,|? + blaPy|? dt 3)

Wherea andb are weighting factors arilis simulation time.

PARTICLE SWARM OPTIMIZATION

PSO is a stochastic heuristic population basednigdtion method, which is based on swarm intelleggent is

originated by idea comes from the research on ttteand fish flock movement behavior. PSO algorittsdirst

given by Kennedy and Eberhart in 1995 [20-21]. Tigorithm is widely used for so many applicatitiesause of
its easy implementation and only few parameters nede tuned.

Basic idea of PSO is while the birds in searchoafdf from one place to another, there will alwaysird that is
moving close to food very well or having informatiof good food. Then birds will eventually flock tee place
where food can be found, their movement is inspligadheir best known position as well as flock blisbwn
position. As far as PSO algorithm is concernedhdad position is compared to the best known pasiof swam
as well as their best known position, and the binést move from one place to another root for depment of the
solution, good position is equal to most optimgtuson [21].

v[*(iter + 1) = w * v["(iter) + ¢, * R{(0,1) * (pbest{"(iter) — xl-m(iter)) + ¢, * R,(0,1) * (gbestm(iter) —

x["(iter)) (4)
xi"*(iter + 1) = x"(iter) + v"(iter + 1) (5)
Where,iter Iteration number
i Particle index
m Dimension
v Velocity of i*" particle inmt" dimension
xm i*" Particle position inm* dimension
gbest?® Swarm global best position int"* dimension
pbest? Particle best position 6f* particle inm*"* dimension
w Momentum
€1, Cy Acceleration constants
R, R, Random numbers with uniform distribution [0, 1]

Pseudo Code for PSO

Setting lower and higher limits of position;
Setting lower and higher limits of velocity;
Setting size of swarm;

Setting maximum numbers of steps;
Setting problem dimensions;

Setting acceleration constants;
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Setting Inertia;
Initialize Population;
while iter < max_iterationdo
for each particle do
Update the velocity using eq. (1);
Update position using eq. (2);
Evaluate the fitness of particle;
if f(x) < f(Poes) then
Poest= Xi ;
if f(Poes) < f(Tnes) then

Obest= Poests
end if

end if
end for
iter = iter + 1;
end while

SIMULATION RESULTS
Tuning of PID controller
In this work, tuning or optimization of PID contlel is done through two method, these are Z-N ntethad PSO
optimization respectively. After 20 runs the beatues of found by PSO optimization for PID tuningdahese
fitness values at every iteration is shown in FigiBe acceleration constants C1, C2 and w valuksted for
present algorithm is 1.2, 0.12 and 0.9 respectivBlfD controller gains for different tuning or apikzation
algorithm have been shown in Table-2.

Table 2- PID Controller Gains for Different Controllers

PID controller for area-1 PID controller for area-2
Kp1 Kis K1 K2 Kiz Ko
Z-N tuned PID 1.0286 1.2939 0.2044; 1.028¢ 1.2939 0.2044
PSO optimized PID 1.22 1.94 0.31 1.53 1.61 0.31

System Response at Step Load

At initial stage the system at balance conditiomew step load is applied then system will be umizad. In
consequence the frequency at both areas will chandeie-line power will deviate. For this presepstem taken in
consideration, the loads applied in both areaf0a&p.u. and 0.02p.u. respectively. These changaes hominal
values are shown in Fig. 4-6, for change in fregyenf area-1, area-2 and change in tie-line poweore
respectively.
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Fig. 3 Comparison of Fitness vs Iteration for PSO
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Fig. 4 Change in frequency of area-1 for differentontroller that ZN tuned PID controller and PSO optimized PID controller
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Fig. 5 Change in frequency of area-2 for differentontroller that ZN tuned PID controller and PSO optimized PID controller

A
é ==-ZN PID
= —PSO PID
0
= |
|
3 |
g0\ A N I |
C |
E N L |
|
§ l
|
9 10

Time in seconds-->
Fig. 6 Change in tie-line power connecting betweearea-1 and area-2 error for different controller that ZN tuned PID controller and
PSO optimized PID controller
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Fig. 8 Peak undershoot for different controller

Result shown in fig. 7 & 8 represents that perfarogaof two different controllers for LFC. In comsam, it is
found that PSO optimized controller gives bettsutes than Z-N tuned PID controller.
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CONCLUSION

Balancing the power generation and demand is mosteprequirement tin power system and in day to day
increasing complexity of power system made it aallehging task to design device a superior cordrdibr it.
PID controller is shown it suitable for this purppsbut challenging is finding gain values for opiim
performance of PID controller. In this work, PSOused to tune parameters of PID controllers. A anea
interconnected power system is taken into consiberdor application of this proposed controller.

The ISE is used as objective function to get fasponse. Different plots of frequency as well adlitie power
error deviation were obtained by applying differstgp load demand of both areas. This graphs shoperiority
of proposed scheme of optimization for PID con&obiver other method taken for consideration.
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