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ABSTRACT

Wireless Sensor Networks (WSNSs) consist of smdéswwith sensing, computation, and wireless comeations
capabilities. Many routing, power management, aathdlissemination protocols have been specificddlgigned
for Wireless Sensor Networks, where energy awaseisean essential design issue. The focus has ¢ieen to
the routing protocols which might differ dependimg the application and network architecture. Instipaper, we
present a survey of the state — of — the — artingutechniques in Wireless Sensor Networks. Wedirdine the
design challenges for routing protocols in Wireléssnsor Networks followed by a comprehensive suofey
different routing techniques. Overall, the routitechniques are classified into three categoriesedaen the
underlying network structure: Flat, Hierarchicalpd Location — based routing. Furthermore, theset@zols can
be classified into multipath — based, query — baseshotiation — based, QoS — based, and coherdmsed
depending on the protocol operation. We study #sigh tradeoffs between energy and communicatierhead
savings in every routing paradigm. We also highlighe advantages and performance issues of eactingou
technique. The paper concludes with possible futesearch areas.
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INTRODUCTION

The emerging field of Wireless Sensor Networks cimed sensing, computation and communication insingle
tiny device. By the use of advanced mesh networkirgocols, these devices form a sea of connegtihiait
extends the reach of the physical world. Wireleeasdr Networks refer to a group of spatially dispdrand
dedicated sensors for monitoring and recording fthgsical conditions of the environment. They areoal
responsible for organizing the collected data egratral location. Wireless Sensor Networks measuowronmental
conditions like temperature, sound, pollution lsyddumidity, wind speed and direction etc. A WissléSensor
Network consists of hundreds to thousands of semsdes. The sensor node equipment includes a tadisceiver
along with an antenna, a microcontroller, an irteirig electronic circuit, and an energy sourceallg@a battery.

The routing in a sensor network is very challengthge to several characteristics that distinguisgtmthfrom
Wireless Ad Hoc Networks. Number of sensor netwaak be several orders of magnitude higher thamaiie in
adhoc network. Sensor networks are densely deplagedell as prone to failure. The topology of tlessor
network changes frequently and it uses broadcasimmication whereasadhoc networks use point — poiat
communication. Sensor networks are limited in poe@nputational capacities and memory as well a@eds not
have global identification (ID) because of the &m@mount of overhead and large number of sensar$.The
various areas in which sensor networks can be aseah application include -

» Military Application: Some examples of the possible utilizations of V&8s Sensor Networks for military
application are position and movement control obfrs and vehicles, target detection, non — humanbabd—
area monitoring as well as landmine removal ordig exploration.

« Intelligent Housing: Some examples of the possible usage of WireleasoBeNetworks include permitting

houses to be equipped with movement, light and ¢zatpre sensors, microphones can be used for voice

activation, pressure sensors can be incorporatelains for building automation. Others also inéwdich as air
temperatures, natural and artificial lighting cantbned according to specific needs.
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e Machine Surveillance and Preventive MaintenanceThis can be performed by Embedded Sensing / Clontro
functions into places where no cable has gone bekbrample — tire pressure monitoring.

e Precision Agriculture: With the help of Wireless Sensor Networks, irfigatcontrol and precise pesticide
applications are possible on farmlands.

» Medicine and Health Care:It can be utilized in Post — operative / Intensteee or for long — term surveillance
of chronically ill patients or the elderly [15].

ARCHITECTURE OF A WIRELESS SENSOR NETWORK

The architecture of a Wireless Sensor Network @wshin Fig. 1 [2].In a sensor field, the sensoremdre scattered
and deployed. The nodes in these networks managegsithemselves to produce simply accessible &id-h
quality information about the physical environmedxery sensor node in these networks operates alitheut any
central point and communicates using infrared devior radios. Each of these scattered sensor raaeshe
capabilities to accumulate data and route the lokath to the destination or sink. A destinationiok snay be a long
— range radio, capable of connecting the sensevamktto existing long — haul communications infrasture. The
sink may also be a mobile node acting as an infoomasink, or any other entity required to take miibrmation
from the sensor network [3]. The data is routedkbtacthe sink by a multi — hop infrastructure-lesshitecture
through the sink as shown in Fig. 1. The sink maymunicate with the satellite. The design of theosaetwork
is influenced by many factors which include fawtetance, scalability, production costs, hardwasastraints,
transmission media and power consumption [2-3].
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Fig. 1 Wireless Sensor Network
ROUTING CHALLENGES AND DESIGN ISSUES IN WIRELESS SENSOR NETWORKS

Despite the innumerable applications of WirelesasBe Networks, these networks have several rasmigt e.g.,
limited energy supply, limited computing power, dirdited bandwidth of the wireless links connectisgnsor
nodes. The main design goal of Wireless Sensor di&twis to carry out data communication while tgyito
prolong the lifetime of the network and prevent mectivity degradation by employing aggressive eyerg
management techniques. The design of the routinpgols in Wireless Sensor Networks is influencgdnany
challenging factors. These factors must be overcbefere efficient communication can be achievedMineless
Sensor Networks. Here, we summarize some of théngehallenges and design issues that affect dléing
process in Wireless Sensor Networks.

Node Deployment

Node deployment in Wireless Sensor Networks isiegtbn dependent and affects the performanceefahting
protocol. The deployment can be either determmistirandomized. In deterministic deployment, teasers are
manually placed and data is routed through preteraiéned paths. In random node deployment, theosersdes
are scattered randomly creating an infrastructaran ad hoc manner. If the resultant distributibmades is not
uniform, optimal clustering becomes necessaryltmatonnectivity and enable energy efficient netioperation.
The Inter — sensor communication is normally witlsimort transmission ranges due to energy and baltiawi
limitations. Therefore, it is most likely that aute will consist of multiple wireless hops.

Energy Consumption without Losing Accuracy

Sensor nodes can use their limited supply of enpeggforming computations and transmitting inforroatin a
wireless environment. As such, energy — conserfangns of communications and computations are esdet

Sensor Nodes lifetime shows a strong dependendbeobattery lifetime [1]. In a multi — hop WireleSgnsor
Networks, each node plays a dual role as data semdedata router. The malfunctioning of some sensdes due
to power failure can cause significant topologid@nges and might require rerouting of packetsraatyanization
of the network.
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Data Reporting Model

Data sensing and reporting in Wireless Sensor Néwis dependent on the application and the tinteality of
the data reporting. Data reporting can be clasgsifiéo time — driven (continuous), event — drivgoery — driven,
and hybrid [13]. The time — driven delivery modeglsuitable for applications that require periodatadmonitoring.
As such, sensor nodes will periodically switch beitt sensors and transmitters, sense the envirdranentransmit
the data of interest at constant periodic timerimtis. In event — driven and query — driven models,sensor nodes
react immediately to sudden and drastic changéwivalue of a sensed attribute due to the occcereha certain
event or a query is generated by the Base Stafisrsuch, these are well suited for time criticaplagations. A
combination of the previous models is also possible routing protocol is highly influenced by ttata reporting
model with regard to energy consumption and rotabilgy.

Node / Link Heterogeneity

It is assumed that all sensor nodes are homogeneeus having equal capacity in terms of compotati
communication, and power. Depending on an applinath sensor node can have different role or chépabtiihe
existence of heterogeneous set of sensors raiseg t@ehnical issues related to data routing. Tteee special
sensors that can be either deployed independenttifferent functionalities can be included in th@me sensor
node. Even data reading and reporting can be gedefeom these sensors at different rates, sultjecliverse
quality of service constraints, and can follow npldt data reporting models.

Fault Tolerance

Some sensor nodes may fail or can be blocked dubedack of power, physical damage, or environmlent
interference. The failure of the sensor nodes shoat affect the overall task of the sensor netwtirknany nodes
fail, Medium Access Control and the routing protscmust accommodate for the formation of new liakd routes
to the data collection base stations. This mayireqctively adjusting transmission powers and &ligmg rates on
the existing links to reduce energy consumptiorrecr routing packets through regions of the nekwanere more
energy is available. Hence, multiple levels of mdlncy may be needed in a fault — tolerant seretorank.

Scalability

The number of sensor nodes deployed in the sersaa may be in the order of hundreds or thousardsore.
Any routing scheme must be able to work with thigd number of sensor nodes. In addition to thiss@enetwork
routing protocols should be scalable enough toadpo events in the environment. Until an evemtuos, most of
the sensors remain in the sleep state, with data fhe few remaining sensors providing a coarsétyua

Network Dynamics

Most of the network architectures assume that ¢éims@ nodes are stationary. However, the mobifityither Base
Station or sensor nodes is sometimes necessargiy applications [19]. Routing messages from oa tmoving
node is more challenging, since route stabilitydmees an important issue in addition to energy, hédtth etc. The
sensed phenomenon can be either dynamic or stgiending on the application. It is dynamic in tamdgtection /
tracking application, while it is static in forasonitoring for early fire prevention. Monitoringasic events allows
the network to work in a reactive mode, simply gatiag traffic when reporting. Dynamic events in sho
applications require periodic reporting and consedjy generate significant traffic to be routedtie Base Station.

Transmission Media

In a multi — hop sensor network, the communicathugles are linked by a wireless medium. The problems
associated with a wireless channel such as fadiigh error rate, may also affect the operation tef sensor
network. The required bandwidth of sensor data lwéllow, in the order 1 — 100 Kbit/s, related te transmission
media is the design of Medium Access Control. Qmer@ach of MAC design for sensor networks is to TB&A
based protocols that conserve more energy as cerhgar contention based protocols like CSMA. Blu#too
technology can also be used.

Connectivity

High node density in sensor networks precludes tfrem being completely isolated from each othererEffore,
sensor nodes are expected to be highly connectesl.nfay not prevent the network topology from bewagiable
and the network size from being shrinking due tasse node failures. In addition, the connectivigpdnds on the
possibly random, distribution of nodes.

Coverage

In Wireless Sensor Networks, each sensor nodersbtartain view of the environment. A given sersseigw of
the environment is limited both in range and inuwacy. It can only cover a limited physical areathé
environment. Hence, area coverage is also an imuptogiesign parameter in Wireless Sensor Networks.

Data Aggregation

Since the sensor nodes may generate significantndzoht data, similar packets from multiple nodes be
aggregated so that the number of transmissiongdaced. Data aggregation is the combination of data
different sources according to a certain aggregatimction, e.g., duplicate suppression, minimaxima and
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average. This technique has been used to achiergyeafficiency and data transfer optimization imwamber of
routing protocols. Signal processing methods caa be used for data aggregation. It is referreastoata fusion
where a node is capable of producing a more aeor#put signal by using some techniques such @ ferming
to combine the incoming signals and reducing thiseenim these signals.

Quality of Service

In some of the applications, data should be dedivaxithin a certain period of time from the mom#ns sensed;
otherwise the data will be useless. Therefore, itntled latency for data delivery is another condifior time —
constrained applications. In many applications seovation of energy, which is directly related &work lifetime,
is considered relatively more important than thaliqy of data sent. As the energy gets depletesl ndtwork may
be required to reduce the quality of the resultender to reduce the energy dissipation in the saed hence
lengthen the total network lifetime. Hence, energyaware routing protocols are required to captims t
requirement.

ROUTING PROTOCOLS IN WIRELESS SENSOR NETWORKS- DATA CENTRIC PROTOCOLS

In this section, a survey is done on the state — tife — art routing protocols for Wireless Sensetworks. The
routing protocols in Wireless Sensor Networks cenclassified into flat — based routing, hierarchieabased
routing, and location — based routing, dependinthemetwork structure.

« In flat — based routing, all nodes are assignetl edfual roles or functionality.

* In hierarchical — based routing, nodes play diffiereles in the network.

« In location — based routing, sensor nodes' positaye exploited to route data in the network.

A routing protocol is adaptive, if certain systermrgmeters can be controlled in order to adapt ¢éocirrent
network conditions and available energy levels.sehprotocols can be classified into multipath -edagjuery —
based, negotiation — based, QoS — based, or cdherémased routing techniques depending on the @obto
operation. In addition, the routing protocols candiassified into three categories namely, proactigactive, and
hybrid protocols depending on how the source fiadsute to the destination. In proactive routingtpcols, all
routes are computed before they are really neddedactive protocols, routes are computed on déman

Hybrid protocols use the combination of two idéA%ien sensor nodes are static, it is preferablave kable driven
routing protocols rather than using reactive protecA significant amount of energy is used in eodiscovery and
setup of reactive protocols. Another class of raytirotocols is called cooperative routing protscéih cooperative
routing, the nodes send data to a central node evdata can be aggregated and may be subject toerfurt
processing, hence reducing route cost in termsnefgy use. Many other protocols rely on timing gousition
information.

In Wireless Sensor Networks, data centric routigised to control the redundancy of data. Thiseisabse the
sensors nodes don not have global identificationber which specifies them uniquely; hence dateaissimitted to

each node with significant redundancy. In datarg@mbuting, the sink requests for data by sendheyquery, so
that the nearest sensor node transmits the daetsgland that is understood in the query. Thegutppf data is
specified by attribute based manning. The protooskd in data centric routing include: Flooding &@uabssiping,

Sensor Protocols for Information via Negotiatio®RIN ), Directed Diffusion, Energy — aware routifymor

routing, Constrained Anisotropic Diffusion Routing CADR ), COUGAR, ACtiveQUery forwarding In
sensoRnEtworks ( ACQUIRE ).

Flooding and Gossiping

These are the two mechanisms to transmit the d#ét@wt using routing algorithms and topology manaece. In
Flooding Sensor node transmits the data to itseem@ighbours till the packet reaches the destingti4]. Its
advantage is easy to implement. Some of the lifoitat associated with flooding include Implosion IBem,
Overlap Problem and Resource Blindness.

Implosion Problem

It is caused by duplicated messages being setd teeighbour node as shown in Fig. 2 [1], [8]. Nddestarts by
flooding its data to all of its neighbours. NodegEts two same copies of data eventually from Noded@ Node C,
which is not necessary.

Overlap Problem

The same event may be sensed by more than onedoede overlapping regions of coverage. This resultheir
neighbours receiving duplicate reports of the sawent as shown in Fig. 3 [1], [8]. Two sensor nodeger an
overlapping geographic region and C gets the sapg of data from the nodes.

Resource Blindness
The flooding protocol does not consider the avédlabnergy at the nodes and results in many rediandan
transmissions. Hence, it reduces network lifetime.
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Fig. 2 Implosion problem Fig. 3 Overlap problem

Gossiping

In this mechanism, a packet is sent to a randomigcted neighbour which then selects another ranakighbour
to forward the packet and so on. Its advantagkasit avoids the problem of implosion. Howeveistlhechanism
causes the problem of delay in propagation of datang the nodes.

Sensor Protocols for Information via Negotiation (2IN)

The key feature of SPIN is that it uses advertisgmeechanism. In this, the Meta data is exchangeshg sensors.
Each node on receiving new data advertises teeighbours. The interested neighbours retrieve #tea by sending
request messages. The advantages of the SPIN éntliednodes need to know only its single hop neighdb It
overcomes the problem of Resource Blindness anekaendant information passes thus achieving aflenergy
efficiency. The disadvantage of SPIN is that itsloet guarantee the delivery of data i.e., if thetithation node is
far away from source node and intermediate nodesairinterested in data delivery to the destimatiode.

Directed Diffusion

The key features are named attribute value paidspath reinforcement [4-5]. In this, the data mnamitted by
using naming scheme for data. Direct diffusion ubesattribute value pairs for the data and on deimaasis,
queries the sensor using those pairs. The quemg&ed using list of attribute value pairs suclmame of objects,
interval, duration, geographical area etc. Figummarizes the data diffusion protocols. When a rausvn as the
sink node wants information about a particularilaite, it broadcasts interest messages to allsohéighbours.
These interest messages are flooding through tiweorieand are added to each node's interest c&awh interest
record in this cache has one or more gradientshwbarespond to the neighbouring nodes that tratesnthe

interest. The gradient also stores the rate atlwHata is desired, the duration of the interestl artimestamp.
When a node generates data that matches an interig,stcache, it sends the data back to the soalmeg the
gradients. Intuitively, the data is drawn to theksihrough the gradients. The sink node may re@&dhe shortest
path i.e., the one with the fastest response, lngisg an interest with a higher data rate along tbeth.

Intermediate nodes propagate the reinforcemenkagnming a local cache of recently sent data messsathe data
cache also prevents loops in data delivery. Slodata paths may be sent negative reinforcementjniterest

messages with a slow data rate to save networkvidtid If a sink wants to continue receiving datamust

periodically reinforce the path to update the titapgp and duration in the gradients [6].

Energy — Aware Routing

Shah and Rabaey [12] proposed to use a set of sytimal paths to enhance the lifetime of the nekwdhese
paths are selected by means of a probability fanctivhich depends on the energy consumption of gadtt.

Multiple paths are used with a certain probabgitythat the whole network lifetime gets a chanatemergy of the
nodes doesn't get depleted. There are three plivagkis protocol namely setup phase, data commtioitghase
and route maintenance phase.

Setup Phase
Localized flooding occurs to find the routes andciteate the routing tables. This helps in calcatatotal energy
cost of the node.

Data Communication Phase
Each node forwards the packet by randomly choasingde from its forwarding table using the postibg.

Route Maintenance Phase

Local flooding is performed uncommonly to keepth# paths active. The approach is similar to Daediffusion

in the way that potential paths from data sourcethé sink are discovered. In Directed Diffusionfadis sent
through multiple paths, one of them being reinfdré@ send at higher rates. On the other hand, &hdiRabaey,
selects a single path haphazardly from the multiitiernatives in order to save energy. Therefotegrmcompared
to Directed Diffusion, it provides an overall impement of 21.5% energy saving and a 44% increasetiwork

lifetime. This complicates the route setup as cargbéo Directed Diffusion.
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Fig.4 SPIN protocol (1) Node A starts advertisingd node B by sending ADV message. (2) Node B resperid the ADV message by
sending a REQ message to  Node A. (3) Node Bewres the requested data from Node A through the DBA message. (4) Node B then
sends out ADV message to all its neighbours. (5)lAhe neighbouring nodes send REQ message to Node(B) Node B responds to the
REQ message by sending data through DATA message

b )

(a) Propagate interest (b) Set up gradients

O O

Source Sink

® —0——@
® O O

{c) Send data and path reinforcement

Fig. 5 Directed Diffusion protocols phases

Rumor Routing

It is an agent — based path creation algorithns. dnother variation of Directed Diffusion and isimly intended for
applications where geographic routing is not fdasiDirected Diffusion uses flooding to inject thaery to the

entire network when there is no geographic critetm diffuse tasks. In some cases, there is otilyi@amount of

data requested from the nodes and thus the udeaalirig is unnecessary. An alternative approadb i#ood the

events if the number of events is small and thebarmf queries is large. The key idea is to ronéedueries to the
nodes that have observed a particular event rétherflooding the entire network to retrieve infation about the
occurring events. In order to flood events throtigd network, the rumor routing algorithm employado- lived

packets, called agents. When a node detects an, évadds such event to its local table, calledrds table, and
generates an agent. The agents travel the netwookder to propagate information about local evéatsistant

nodes. When a node generates a query for an ghenfijodes that know the route, may respond to tieeygby

inspecting its event table. Thus, there is no nedtbod the whole network, which reduces the comivation cost.

On the other hand, rumor routing maintains only path between source and destination as opposBddoted

Diffusion, where data can be routed through mudtiphaths at low rates. Rumor routing achieves saaif energy
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savings when compared to event flooding and cantesdle node's failure. However, rumor routingiqrans well

only when the number of events is small. For adargmber of events, the cost of maintaining agantsevent —
tables in each node becomes infeasible if therroisenough interest in these events from the Bda&oS.

Moreover, the overhead associated with rumor rguiincontrolled by different parameters used indlgorithm

such as time — to — live (TTL) pertaining to qusrénd agents. Since the nodes become aware okdiemgh the
event agents, the heuristic for defining the rooftean event agent highly affects the performanceneft hop
selection in rumor routing.

Constrained Anisotropic Diffusion Routing (CADR)

It aims to be a general form of Directed Diffusidine key idea is to query sensors and route datiaeimetwork
such that the information gain is maximized whaéehcy and bandwidth are minimized. CADR dif- fugesries
by using a set of information criteria to selectishhsensors can get the data. This is achievedtating only the
sensors that are close to a particular event amdrdigally adjusting the data routes. The main dhffiee from
Directed Diffusion is the consideration of inforiat gain in addition to the communication costQADR, each
node evaluates an information / cost objective rauties data based on the local information / coadignt and end
— user requirements. Estimation theory is used edahinformation utility measure. These approaches more
energy — efficient than Directed Diffusion where tjueries are diffused in an isotropic fashion r@thing nearest
neighbours first.

COUGAR

Another data — centric protocol called COUGAR [Mich views the network as a huge distributed deab
system. The key idea is to use declarative quéniewrder to abstract query processing from the adtwayer
functions such as selection of relevant sensorsar@h. COUGAR utilizes in — network data aggrewatd obtain
more energy savings. The abstraction is suppohexigh an additional query layer that lies betwgennetwork
and application layers. COUGAR incorporates archite for the sensor database system where seodes select
a leader node to perform aggregation and transmaitata to the Base Station. The Base Statiorsponsible for
generating a query plan, which specifies the necgsiformation about the data flow and in — netior
computation for the incoming query and send it rtielevant nodes. The query plan also describesdaelect a
leader for the query. The architecture provides imetwork computation ability that can provide gyeefficiency
in situations when the generated data is huge. CARJ@rovided a network — layer independent methaddfata
guery. COUGAR has some drawbacks.

The addition of query layer on each sensor node adlalyan extra overhead in terms of energy consomathd

memory storage. To obtain successful in — netwlatlk computation, synchronization among nodesjsired (not

all data are received at the same time from incgmaources) before sending the data to the leadt. Aidhe leader
nodes should be dynamically maintained to prevssntfrom being hot — spots (failureprone).

ACtiveQUery forwarding InsensoR nEtworks(ACQUIRE)

Similar to COUGAR, ACQUIRE views the network asiatdbuted database where complex queries cannigefu
divided into several sub queries. The operatioAGRUIRE can be described as follows. The Base @tatiode
sends a query, which is then forwarded by each neckving the query. During this, each node treesespond to
the query partially by using its pre — cached infation and then forward it to another sensor néfdéhe pre —
cached information is not up — to — date, the nagdber information from their neighbours withimoak — ahead
of d hops. Once the query is being resolved coralyleit is sent back through either the reversshartest — path to
the Base Station. Thus, ACQUIRE can deal with cexpiueries by allowing many nodes to send responses
Directed Diffusion may not be used for complex igedue to energy considerations as Directed Ddfuslso
uses flooding — based query mechanism for continwouwl aggregate queries. On the other hand, ACQUHRE
provide efficient querying by adjusting the valuketlee look — ahead parameter d. When d is equaletavork
diameter, ACQUIRE mechanism behaves similar toding. However, the query has to travel more hdp$js too
small. To select the next node for forwarding thergy, ACQUIRE either picks it randomly or the séiee is based
on maximum potential of query satisfaction. Theesbn of next node is based on either informatiam (CADR
and IDSQ) or query is forwarded to a node, whicvs the path to the searched event (Rumor routing).

CONCLUSION

Routing in sensor networks is a new area of rekeavith a limited, but rapidly growing set of resgaresults. In
this paper, we presented a comprehensive survegubihg techniques in Wireless Sensor Networks tvhiave
been presented in the literature. They have thentmmobjective of trying to extend the lifetime difet sensor
network, while not compromising data delivery. Qalerthe routing techniques are classified basethemetwork
structure into three categories: flat, hierarchieald location based routing protocols. Furthermtirese protocols
are classified into multipath — based, query — $asegotiation — based, or QoS — based routingntqubs
depending on the protocol operation. We also higitlthe design tradeoffs between energy and conuation
overhead savings in some of the routing paradiggnwell as the advantages and disadvantages of reating
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technique. Although many of these routing technsqoek promising, there are still many challendeg heed to be
solved in the sensor networks. We highlighted thadssdlenges and pin — pointed future research tiline in this
regard.
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