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ABSTRACT

Detection and classification of underwater objects in sonar is a complicated problem, due to various factors such
as variations in operating and environmental conditions and the attenuation of the sonar signal in the water
column can totally obscure a target-like object. In order to overcome such complicated problems detection and
classification system is needed. Among them classification plays a major role in detection. Adaptive Boosting
Technique (AdaBoost) is one of the best classifier for classification of the things with minimum error. The aim of
the project is to implement AdaBoost technique to classify the given inputs depending on the features that are given
to the training data. Using this technique, the signal de-noising is achieved. So this signal de-noising application
will be very useful in the underwater target detections where the noise dominance is more.
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INTRODUCTION

The motivation of the paper is to classify a sigfiam the noise for a better target detection. @Galhewhen
compared to the places on the earth more noiselviement is there in the underwater scenario. Thiseno
involvement is due to various factors such as tiana in operating and environmental conditiongsgnce of
spatially varying clutter, variations in target pka, compositions and orientation [1]. Moreoverttdr features
such as coral reefs, sand formations, and theusttem of the sonar signal in the water column tcaally obscure
a target-like object. So in order to classify tignal from the noise a better classification teglei has been used
to which was called as an AdaBoost Classificateshhique. The main aim of this project is to desea signal
using this technique which will be helpful in tatgketection in underwater scenario.

ADAPTIVE BOOSTING TECHNIQUE

The Adaptive Boosting algorithm also known as Adag&owas introduced in 1995 by Freund and Schagiret]
solved many of the practical difficulties of thelea boosting algorithms. The algorithm takesrgaut a training set
X1 ydonenn {X m, ym} Where eachpbelongs to some domain or instance space X, actulabel yis in some label
set Y. We assum& ={-1,+1} for binary classification. Adaptive Boosting Teolueé calls a given weak or base

learning algorithm repeatedly in a series of rouad,........ ;T. One of the main ideas of the algorithm is to rem

a distribution or set of weights over the trainsed. The weight of this distribution on trainingaexple | on round t
is denoted P(i). Initially, all weights are set equally, but @ach round, the weights of incorrectly classified
examples are increased so that the weak learf@rcisd to focus on the hard examples in the trgisiet. The weak
learner’s job is to find a weak hypothesis . x . {-1,+1) appropriate for the distribution.DThe goodness of

weak hypothesis is measured by its error.
It is notice that the error is measured with resp@the distribution Pon which the weak learner was trained. Once

the weak hypothesis has been received, AdaBoost chooses a parametetuitively, o; measures the importance
that is assigned to.FNote thata, > 0if £, >1/2 (which we can assume without loss of generalityy] thato;

gets larger ag, gets smaller. The distribution; 3 next updated. The effect of this rule is to @age the weight of

examples misclassified by, land to decrease the weight of correctly clagbiéieamples. Thus, the weight tends to
concentrate on “hard” examples. The final hypothébis a weighted majority vote of the T weak hy@stes where
o, is theweight assigned to.h
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Pseudo Code for AdaBoost Algorithm
The AdaBoost algorithm mathematical steps are aaishis below:

Given: (¢ Y1),------. ,(Xm, Ym) wherex; OX,y; OY ={-1+1}
Initialize Dl(i) =1/m Fort=1,...T;
Train weak learner using distribution.D
Get weak hypothesfg : X ~ {1, #1} with error & = Py_p, [H{ () # y;1

1_£t

1
Choosea; =—In
2 &

D@ o it b () =y _ De()exptayyih ()

a .
Uit () 2y, Z;

Update:D; 4 (i) =
t

where Z; is a normalization factor (chosen so tigt, will be a distribution).

T
Output the final hypothesigd (x) = sign ((glaftht (x))

Heret =1, 2. . T represents the number of iterations to be caoigdn the AdaBoost algorithm to achieve strong
hypothesis. The description of AdaBoost techniguiné form of a flow diagram is shown Fig. 1.

Signal de-noising is achieved by Adaptive Boostirechnique. Here a binary classification is congderhe
proposed method is described briefly below. Firsthp signals are taken where one is a clean sigmalother is a
noisy one. To these signal some features are eddclibnd are given as input to the training phéskeoclassifier
[5].The input features calculated are mean, vadgaskewness, kurtosis in both time domain and faqy domain,
PSD, geometric meanand the ratio of geometric mwathe mean in frequency domain. After giving the
datafeatures to the training phase a trained dadétained. A test signal (noisy corrupted) whighai be classified
is taken and datafeatures are calculated fohis€ datafeatures are given along with the traiia¢alto the testing
phase of the classifier. Thus by using the algorithe test data is classified.thus signal de-ngigrachieved. Here
we have used various signal combinations. We taod, square,chirp, ping and AWGN noise signal. Witk
above signals different combinations are takenaardested for classification.

Frame the samples in the distribution k for training
Initialize equal weights for all the samples

¥

Training process starts t=1

. //K Mo
> t<=T
Yes \f/

Mormalized weights are to be calculated
¥
Obtain the classifier h (t) using weighted threshold
classification scheme

Yes
MNo

| Calculate the weight coefficient of the classisfier o,
L 3

4| Update the distribution based on o,

h 4

A

| Final ensemble H is obtained

Fig. 1 Adaptive boosting algorithm flow chart
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SIGNAL CLASSIFICATION USING ADABOOST

Training Phase Testing Phase

. Features
Caloulation Test Signal Features AdaBoost Classified
Trained Data (Signal + Noise) Caleulation Dats
t
Features Trained Data
Caleulation

Fig. 2 Block diagram of signal classification

SIMULATION RESULTS

Sine and Square

Plot 3 represents the datafeatures and the dagamfi@®th input signals. These datafeatures aengio the training
phase of the classifier. Plot 4 represents tha@dthidata which is used in the classification predasthe testing
phase. Plot 6,7,8 represents the test signal,aita fbatures and the data class. Plot 10 represemterror vs
iteartions. As the number of iterations increadss érror decreases. The stopping criteria for theber of

iterations is that when the classification is dangist stops. Plot 11 represents the comparisioimmut features
before and after classification. Similarly for treamaining combination of signals the same procesone. So the
overall results are shown for the next combinatiérsignals. Here the following plots in each Figpresents the
two input signals given to the training phase, tdst signal and the comparision of input featureforte and after
classification. The test signals taken here iseartisignal mixed with a noisy signal. The featwkethe test signal
get classified based on the trained data features.

input signal 2

input signal 1 data features of training signals before classificatio

1 1 200 ! .
T [T *
150
05 05 g
g § 100 PUST
£ o0 E o 1 ’ .
g g ‘ ‘ ‘ ‘ ‘ "
05 05 g
‘ OF # 4 + + + T e et A
. I N B |

) 5 10 15 20 o 5 10 15 20 -505 5
t(sec)

Trained data obtained from the training process

10 15

t(sec) number of features

. - P test signal
dataclass of training signals before classification 9

* 2
* 15
150
05 1
I © 0.5
0 ¢ 100 . 8
3 2 N ¢ E]
> 0 c " € o
g g 4
% 50 0.5
0.5 . -1
0 « # % + ¥ *
1.5
1
0 5 10 15 20 25 50 25 5 10
number of features [¢) 2 4 6 8 10 12
t(sec)
number of features
testdata classified data
600 600
testclass
+ 1 *
500 + Bl 500 +
400
05 400
@Q =) @
S 300 5 E
€ 3 o S 300
g 200 i E
o) 15
200
100 . 0.5
0 + o+ o+ o+ o+ + + o+ 100 +
o 2 4 6 8 10 12
—1000 ‘2 “1 é é 1‘0 12 number of features 00 " 42r " Z + é é 1‘0

number of features number of features

93



Monica et al

Euro. J. Adv.

Engg. Tech., 2015, 2(5):91-96

Classification error versus number of weak classifiers
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Fig. 6 Simulation results of sine signal mixed with AWGN at SNR 3dB
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Fig. 7 Simulation results of Chirp mixed with AWGN at SNR 3dB

Chirp signal mixed with AWGN at SNR 3dB
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Fig. 8 Simulation results of Chirp signal mixed with AWGN at SNR 3dB

Ping mixed with AWGN at SNR 3dB
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CONCLUSION

In target detection, classification plays a majoler As a classifier Adaptive Boosting algorithmaisrobust in
nature and simple to construct. So an attempt idemhat by using this classifier, the problem ofndésing is
achieved through this AdaBoost classifier.

The simulation results of various mixed signals ckhare used in different scenarios are given astitp the
classifier and the results are shown. We have atgghthe signal and noise features by using thssifier. By this,
Adaptive Boosting Technique can also be used imaside-noising.

This Adaptive Boosting Technique can be used ifjuarion with other algorithms to improve the perfance.
This technique is used in the applications sucfaes detection, character recognition, data minlicgnse plate
detection, text detection, and in classificatiorsighal.
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