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ABSTRACT  
 

The Cloud computing has enabled businesses and individuals to utilise the potential infrastructure in the Cloud 
without dealing with the cost and complexities associated with large computations. It saves businesses the initial 
setup, updates and maintenance cost. And individuals are provided by the physical resources they might need for a 
time they need them. They pay as they use the resources. Cloud computing has revolutionized the way processing is 
carried out. Cloud led to the establishment of large data centers that contribute in the energy consumed worldwide 
and consequently the carbon emission and environmental drawbacks. Green Cloud computing evolves around the 
development of algorithms that decreases the energy consumption and became an active research area. Green 
cloud strategies are proposed and tested via a broad range of assumptions. Surveying these strategies can identify 
the fitness of them in achieving the common objectives along with the energy consumption. We identified the way 
energy consumption is observed and what energy saving methods are applied. Based on that we present a 
taxonomy and analysis of their strength and weakness of the existing methods. Ultimately, regarding the result of 
the analysis, the challenges are discussed and trends for future research in green Cloud computing are identified.  
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INTRODUCTION 
 

Cloud computing has revolutionized the way processing is carried out. Cloud led to the establishment of large data 
centres that contribute in the energy consumed worldwide and consequently the carbon emission and 
environmental drawbacks. A study shows that data centres are contributing to a fast growing energy consumption 
[1] and in 2010 it was approximated to contribute 1.1 to 1.5 percent of the total electricity use [2]. According to the 
trends the power consumption by data centres grows at 18% rate annually [3]. Energy is reported as the second-
highest operating cost for data centres in 2007 [4]. The reason might lie in the low average utilisation of resources 
[5] although excessive resource utilisation leads to performance degradation. Furthermore, the carbon dioxide 
emission by the IT industry contributes to 2 percent of the global emissions [6]. It is reported that the data centres 
emit as much CO2 as the whole Argentine, and this will be four times bigger by 2020 [7]. Energy usage has a 
direct relation with the temperature of the physical hardware. The more energy used, the more cooling systems are 
required which then adds to the energy consumption and the cost of the Cloud service provider. The importance of 
energy saving strategies has been widely addressed in the literature in different contexts including: scheduling and 
re-scheduling/migration or both, in regard to the objectives such as: QoS/SLA, completion/response time, resource 
utilisation/wastage, temperature, performance or a combination of these along with the energy consumption. 
Currently, a variety of green cloud algorithms and strategies are applied. 
 

The focus of our work is to represent the differences of the strategies developed to deal with the energy 
consumption in the Cloud with respect to the objectives. It would assist the Cloud providers to make an informed 
decision of suitable algorithms according to the respective circumstances. The energy-aware taxonomy provided in 
this paper aims to review the literature and identify the strength and weaknesses. The main contributions of this 
paper can be summarized as follows: (i) it surveys the area of energy-aware resource provisioning in the Cloud to 
provide insights, (ii) it identifies the assumptions related to how the energy consumption is either measured or 
calculated and its potential impact on the total energy consumption, (iii) it then reviews how and when the energy 
saving strategies are deployed, (iv) it analyses the strategies according to the other common objectives to identify 
the capabilities and possible drawbacks, (v) in conclusion, the trends for future research in Cloud provisioning is 
discussed. 
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The flow of this paper will be in a way that first provides a short background on the provisioning software in the 
Cloud. Next section focuses on the way energy consumption is measured or calculated. It caters the discussions 
followed in the energy-aware provisioning section that offers a review of when -in the process of provisioning- the 
energy saving strategies are applied. It also includes the other objectives covered in the literature along with energy 
consumption. It is then followed by a review of some surveys in the field of Cloud computing. Challenges and 
Conclusion discuss the identified challenges and the future research trends. 
 

BACK GROUND 
 

In an IaaS Cloud, virtualisation enables the system to control the allocation of the resources to multiple 
applications. Virtualisation is defined [8] as "a technology that combines or divides computing resources to present 
one or many operating environments". IT organisations have used virtualisation for decades in mainframes and 
distributed systems, where it helps provide copies of hardware to support test, development and staging activities 
of different tasks [9]. Virtualising physical resources and specifically Virtual Machine (VM) was introduced by 
Intel during 1960s, which was providing interactive access to the mainframes to improve the utilisation of the 
system resources [10]. 
 

In a non-virtualised system the operating system has control over the hardware. In a virtualised system, the 
hardware supervision and access control is carried out by a software layer known as Virtual Machine Monitor 
(VMM) or hypervisor. The most common VMMs are VMware [11], Xen [12], Denali [13], Kernel-based Virtual 
Machine (KVM )[14] and Virtual PC [8]. Virtualisation can be classified according to its usage as workload 
isolation, workload consolidation and workload migration [15-16]. Workload isolation is the process of virtualising 
a task and assigning it to a VM. Workload consolidation refers to the process of assigning several heterogeneous 
workloads to a single physical platform. Workload migration, live migration or application mobility [12] refers to 
moving a VM from a server to another. The motivation for migration can be load balancing or potential failure 
prediction. The VMM arbitrates the access to the physical resources so that different operating systems in VMs can 
share the host infrastructure which can be termed resource provisioning. Energy efficient resource provisioning has 
become known as the concept of 'Green Cloud', which has attracted much attention among researchers. The 
allocation of the physical resources to tasks impacts the energy consumption and other related factors. 

 
ENERGY CONSUMPTION 

 

Energy consumption has been an important consideration in the IT industry for some time. It has been investigated 
in the context of Grid [17-18], Clusters [19-21], High Performance Computing (HPC) [22-23] or simple computer 
systems [24]. More recently, Cloud computing has led to the emergence of large data centres. Energy consumption 
contributes to 50% of the operating cost in data centres [25]. Consequently, existing research has been applied to 
the Cloud and new specialised approaches have been developed. Saving energy in large-scale data centres requires 
hardware and software optimisation. Hardware improvement is an active area of research. For instance, the peak 
energy consumption of servers is optimised by modifications of the hardware such as the introduction of a power 
controller proposed by Lefurgy et al [26]. However, the optimal use of the available hardware depends on the 
effectiveness of the algorithms that control it. To make data centres more energy-efficient there is a need for 
developing energy-efficient provisioning algorithms. Newly devised energy-efficient provisioning algorithms are 
tested either on a data centre or using simulation software. In the case of experiments on a data centre, the 
energy/power data is collected from the specific hardware. A simulation package applies a mathematical formula 
to approximate the energy/power consumption. 
 

Energy Measurement 
One of the factors in energy related studies is the way the energy/power is measured or calculated. Energy refers to 
the total flow of current in a period of time and is measured in Watts (W), whereas power refers to the flow of 
current in a unit of time and is measured in Watts per hour/second.  Whether the explicit objective is energy or 
power, the goal of many studies is to minimise the cost of electricity necessary to execute tasks in the Cloud. In 
some studies, the actual consumption is measured by connecting a meter to the servers, in others a formula or a set 
of rules are developed to approximate the consumption. Power meters that are connected to motherboards also 
consume energy that is included in the measurements, but this consumption is generally regarded as negligible. 
Real hardware for experimental evaluation is not always available to researchers, who find it easier to use 
simulation packages instead. Some energy-aware simulation packages are GreenCloud [27-28], MDCSim [30], 
CloudSim [31-32] and GSSIM [33-34]. A 2013 study by Kaur compares the characteristics of MDCSim, CloudSim 
and GreenCloud [35]. Among the available packages, CloudSim has been the most widely used by scholars. The 
reason can lie in the fact that the CloudSim package is constantly being updated by Cloud Laboratory in University 
of Melbourne. New trends in research are being implemented /tested and different workload from physical 
hardware is included. A review of CloudSim and its various versions can be found in research by Goyal et al [36]. 
An energy-aware simulation package has to include formulae for calculating the energy consumption associated 
with a specific resource utilisation. 
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CPU utilisation is commonly assumed to be the main contributor to energy consumption, an assumption that has 
been fortified by experiments in the Green Computing Lab at Swinburne University of Technology, Melbourne, 
Australia [37]. CPU Energy/power consumption can be divided into constant and dynamic consumption. Constant 
consumption is hardware-dependent and measured when the system is idle. Dynamic energy/power consumption 
depends on the frequency of the processor while executing the workload. Dynamic power was defined as P = C.f3 
by Kim et al [38], where P is the power consumption, C is a coefficient and f is the frequency of the processor. To 
obtain total energy consumption, this value should be added to the constant power consumption. The experiments 
by Lien et al shaped a set of rules that were used [41] and modified [42] by Hsu et al. 
 
Eq.1 [40] provides a set of rules that determines the energy consumption for VM number i, Vi, at the time t using 

α, the idle energy consumption and β = α. �� =	
��
� �	
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According to the above mentioned energy models, a specific frequency in the system is associated with different 
values in different models. Although, they might behave relatively the same, the differences in details can lead to 
different results when it comes to comparison. 
 

Other Goals and Objectives 
Energy/power savings have been a major consideration in the complex context of the Cloud that affect many 
aspects of the system. Many studies have investigated the Cloud from the point of view of these aspects which 
often present themselves as trade-offs between optimisation goals. These aspects include: 
 

 

Temperature: High energy consumption leads to the production of more heat that again necessitates more cooling 
devices, which, in turn, add to the energy consumption. 
 

Resource utilisation: Resource utilisation, CPU utilisation in particular, is the most significant contributor to the 
energy consumption of the system. Increasing the utilisation of the available resources helps keep the number of 
active servers at a minimum, which decreases the energy consumption. Completion or response time: Keeping a 
minimal number of servers active increases the probability an increase in completion/response time. 
 

SLA/QoS: Compressing the workload on the minimum number of servers can also cause violation of QoS/SLA. 
 
 

Deadline: Deadlines are an issue in the provisioning problem in real-time systems. Deadline violations can be 
incurred by strategies used for decreasing the energy consumption.  
 
 

Performance: The definition of performance varies in the literature. It is sometimes reported as the number of 
finished tasks or the utilisation of a resource per unit of time.  
 
Cost: Cost is usually discussed as a consequence of either energy consumption or resource utilisation or both. 
 
Figure 1 depicts the relationships between these factors. Energy/power consumption is directly related to resource 
utilisation, Higher the resource utilisation, larger the power consumption and shorter the completion time. 
Resource utilisation influences the temperature of the resources and entails cooling systems, which leads to higher 
costs. While a high resource utilisation ideally indicates a well utilised system with high efficiency, it can increase 
the chances of hardware failure. Shorter completion times improve performance and can be a crucial factor when 
dealing with real-time systems and application deadlines. SLA/QoS may define requirements regarding completion 
time, deadline, performance or cost, or a combination of these.  
 

Some studies attempt to achieve a balance between these factors. Torres et al [43] minimised the number of active 
nodes to decrease the resource wastage and energy consumption while aiming for a minimum performance 
degradation. Bobroff et al [44] decreased the resource utilisation by dynamically migrating VMs between hosts 
while satisfying the SLA. Moore et al [45] investigated the trade-off between the resource utilisation and the cost 
of cooling the system. Several studies investigated the impact of resource provisioning for real-time tasks in an 
environment sensitive to deadlines [38][46-48]. 
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Fig. 1 Other goals and objectives related to energy/power consumption 

 
ENERGY-AWARE PROVISIONING 

 
Energy-aware provisioning requires the deployment of algorithms that lead to lower energy/power consumption. 
According to the time these strategies come into action it can be categorized as energy-aware scheduling or re-
scheduling.  
 

Energy Saving Strategies 
The two main strategies applied for energy saving in Cloud-related studies are host switching and Dynamic 
Voltage and Frequency Scaling (DVFS). Switching off idle hosts reduces the energy consumption and the system 
responds to the requests with the available hosts. The strategy of switching hosts on and off has been studied by 
Mao et al [49] and extended in Mao and Humphrey[50], where the effect on deadlines and cost were investigated. 
The significance of the energy savings achieved by switching off hosts may be due to the fact that an idle host still 
consumes up to 70% of its peak power [51-52]. 
 

Switching hosts on again incurs a short interval of peak energy consumption and possible delays to the system. 
DVFS saves energy by reducing the frequency of hosts while keeping them active. A strict implementation of 
DVFS decreases the frequency of the processors to a level where the deadlines are barely met, which can lead to 
deadline violations in a sensitive system. Nonetheless, the server switching and frequency alteration have proven to 
be effective [53] and are commonly used. 
 

Scheduling and Re-Scheduling 
In the Cloud, the available resources are limited and shared among multiple applications using virtualisation. Each 
application/request is assigned to a Virtual Machine (VM) then mapped to the physical hardware. Virtual Machine 
Monitoring (VMM) software is responsible for hardware virtualisation and the access control of the VM. VMM 
software manages the Cloud system by assigning VMs to the physical hardware. This is known as VM placement 
or scheduling.  
 

Scheduling algorithms distribute VMs on multiple hosts by allocating multiple VMs to a hardware/host (hardware 
sharing). If a host is saturated with VMs and cannot provide the required resources, it is overloaded and considered 
a hotspot. An overloaded host increases the chance of hardware failure[54] which may lead to longer completion 
times or deadline violations in real-time systems. A potential solution for resolving hotspots is VM (live) 
migration, where a VM is copied from a source server to the destination without stopping the execution apart from 
a short time for transferring the VM status [55] with the aim of balancing the load in the system. An unbalanced 
load leads to longer completion times as the overloaded host cannot provide resources for VMs when they are 
needed. A longer completion time keeps a host active for longer and increases the energy consumption. 
 

An important aspect of a well-managed data centre is its ability to prevent or alleviate the hotspot problem. 
Prevention strategies attempt to address the issue at the time of scheduling where a detection strategy monitors the 
system to find the hotspots. A strategy in load balancing is to schedule applications on the hosts and then monitor 
the system to detect hotspots or an imbalanced load [22][45][56-64]. 
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A load balancing method based on Honey Bee behaviour (HBB-LB) was devised by Babu and Krishna [56]. The 
honey bee foraging strategy divides the processors into three groups, overloaded, under loaded and balanced. It 
finds an overloaded server and removes VMs from it which are then assigned to a server of an under loaded group. 
The server is then added to the balanced group if it is no longer over- or under loaded. Labelling a server as under-
/overloaded is considered a threshold based strategy. The scheduling algorithms used in the experiment include 
primitive FIFO and WRR (Weighted Round Robin). 
 
In a study by Singh et al the goal is to balance the load between the different entities in a data centre. Entities 
include memory nodes and network switches as well as processing nodes. The memory units are virtualized as well 
as processors. A hotspot detection algorithm monitors all entities to provide evidence of an overloaded node to 
trigger the migration. This study is one of the instances of considering hotspots on switching nodes in network and 
memory units as well as processing units. However the virtualisation in memory level increases the dependency on 
network connections and potential delays due to extra load on network switches. 
 
To react to a hotspot a multi-objective Bayesian game based genetic algorithm was proposed by Sallam and Li 
[58], which selects a VM to migrate from an overloaded host. The approach minimises the load volume on each 
host as well as the energy consumption in its multi-objective formulation. Minimizing the load on each node does 
not guarantee a higher saving on energy as all processors might be kept working for a total load that could be 
processed by a smaller number of hosts while switching others off.  
 
In research by Wood et al [59] a hotspot is defined as a load which exceeds a predefined threshold value at the end 
of each interval. In their evaluation this threshold is 75%. The authors do not investigate the optimal threshold 
value. The definition of load volume varies in the literature. It is often defined as CPU utilisation. More general 
formulae have been described in studies by Wood et al [59] and Tian et al [60]. Eq.3 [59] considers CPU Ucpu, 
memory Umemory, and network utilisation Unetwork to calculate the load volume LV. !" = 	 �

(�$�%&')(�$�)*)+,-)(�$�.*/0+,1)      (3) 

 
Also Eq.4 represents a formula proposed by Hongyuan et al [61] that is used in a study by Tian et al[60], where a 
reference server m is selected first. Each server i is compared to server m. N1i is the CPU capability, N2i is the 
memory capability and N3i represents the hard disk. Ci and Mi are the average utilisations of CPU and memory 
respectively, Di represents the transfer rate of the hard disk, Neti signifies network throughput. a, b, c and d are 
weighting factors for CPU, memory, hard disk and network bandwidth respectively. The strategy of this algorithm 
is to choose the host with the smallest value B among all physical servers to allocate VMs. 
 2 = 	 3	4�5�54�)�) + 7	4�5854�)8) + 9	4�5:54�):) + �	4�54��54��)       (4) 

 
Detecting an imbalance solely based on CPU utilisation disregards resources such as memory and network, where 
their overuse can also incur delays and hardware failures. Ghanbari et al [65] proposed a feedback-based 
optimisation method for a private Cloud. While the impact of different resources in combination is not the focus of 
their study, a general formula as shown in Eq.3 and Eq.4 averages the load on all resources. This means that an 
excessive load on CPU might be overlooked due to negligible memory utilisation. Once the load has been defined, 
upper and/or lower thresholds are define to identify hosts with imbalanced loads. In a study by Singh et al [57] an 
imbalance score is defined for each entity in the system as Eq.5, where f is the load usage fraction and T is the 
corresponding threshold for the resource. 
 

;2<=>?@(A, C) = D 0 A < C@(G$H)/H >Jℎ@?LM<@�      (5) 

 
A predefined threshold is short sighted in dealing with an online problem. According to the study by Borodin and 
El-Yaniv [66] problems that do not have complete knowledge of future events are online problems. Cloud's 
incoming requests are not completely known in some situations that makes it an online problem. These situations 
are often disregarded [58][46-47]. A strict threshold based approach for imbalance detection decreases the system's 
ability in responding to its online and unpredicted requests. A slight difference in the incoming requests that 
changes the utilisation from below to slightly higher than threshold alters the systems reaction even if the 
difference was for a short time and wouldn't cause performance degradation. An impractical lower/upper threshold 
can lead to unnecessary host switching that causes delays and extra energy consumption due to the wake-up energy 
peak. A summary is provided in table1. 
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Table -1 Energy-aware scheduling and re-scheduling 
 

Title Energy Measurement Energy Saving Virtualisation Migration 
Meters Formulae Switch DVFS 

Power-aware scheduling for periodic real-time tasks[48] � � � � � � 
Virtualpower: coordinated power management in virtualized 

enterprise systems[68] 
� � � � Xen � 

No "power" struggles: Coordinated multi-level power 
management for the data center[69] 

� � � � VMware � 

Autonomic multi-agent management of power and 
performance in data centers[70] 

� � � � � � 

Energy aware consolidation for cloud computing[71] � � � � � � 
pMapper power and migration cost aware application 

placement in virtualized systems[62] 
� � � � VMware � 

Power and performance management of virtualized 
computing environments via lookahead control[52] 

� � � � � � 

PADD: Power-Aware Domain Distribution[72] � � � � Xen � 
Energy-efficient Scheduling of HPC Applications in Cloud 

Computing Environments[73] 
� � � � � � 

Power-aware Provisioning of Cloud Resources for Real-time 
Services[46] 

� � � � Xen � 

Enacloud: an energy-saving application live placement 
approach for cloud computing environments[74] 

� � � � Xen � 

GreenCloud A New Architecture for Green Data Center[75] � � � � Xen � 
Energy-efficient management of data center resources for 

cloud computing: A vision, architectural elements, and open 
challenges[76] 

� � � � � � 

Online self-reconfiguration with performance guarantee for 
energy-efficient large-scale cloud computing data centers[77] 

� � � � VMware � 

Linear Combinations of DVFS-Enabled Processor 
Frequencies to Modify the Energy-Aware Scheduling 

Algorithms[78] 

� � � � � � 

Mistral: Dynamically Managing Power, Performance, and 
Adaptation Cost in Cloud Infrastructures[79] 

� � � � Xen � 

Multi-objective Virtual Machine Placement in Vitualized 
Data Center Environments[80] 

� � � � � � 

An Energy-efficient Scheduling Approach Based on Private 
Clouds[81] 

� � � � � � 

An Energy-Efficient Scheme for Cloud Resource 
Provisioning Based on CloudSim[82] 

� � � � � � 

Energy-aware ant colony based workload placement in 
Clouds[83] 

� � � � � � 

Energy-aware task consolidation technique for cloud 
computing[41] 

� � � � � � 

Energy-aware application-centric VM allocation for HPC 
workloads[23] 

� � � � Xen � 

Energy-aware resource allocation heuristics for efficient 
management of data centers for Cloud computing[63] 

� � � � � � 

Energy efficient utilisation of resources in cloud computing 
systems[84] 

� � � � � � 

Optimal online deterministic algorithms and adaptive 
heuristics for energy and performance efficient dynamic 

consolidation of virtual machines in Cloud data centers[64] 

� � � � � � 

GreenCloud: a packet-level simulator of energy-aware cloud 
computing data centers[27] 

� � � � � � 

A multi-objective ant colony system algorithm for virtual 
machine placement in cloud computing[85] 

� � � � � � 

A green energy-efficient scheduling algorithm using the 
DVFS technique for cloud data centers[86] 

� � � � � � 

A Multi-objective Virtual Machine Migration Policy in Cloud 
Systems[58] 

� � � � Xen � 

Experimental Analysis of Task-based Energy Consumption in 
Cloud Computing Systems[37] 

� � � � VMware � 

Optimizing Energy Consumption with Task Consolidation in 
Clouds[42] 

� � � � � � 

Communication and migration energy aware task mapping 
for reliable multiprocessor systems[87] 

� � � � � � 

 
Hypervisor 
Unlike in systems with a dedicated operating system, in the Cloud hardware-related instructions have to be handled 
by a VMM, which mediates between a guest operating system and the hardware that runs it. Instead of full 
virtualisation, para-virtualisation is sometimes used with a hypervisor responsible for the shared access to the 
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hardware while the operating systems hosted contain virtualisation-aware code. This approach obviates the need 
for any recompilation or instruction trapping because the operating systems themselves cooperate in the 
virtualisation process. A typical para-virtualisation product is Xen [12], while VMware [11] provides full 
virtualisation with a VMM. The maximum number of VMs allowed per host can affect the results of provisioning 
approaches. Table2 shows the maximum number of VMs when working with a specific hypervisor. Where more 
VMs can be deployed on a host, shorter queuing delays are expected. A smaller number of VMs per host indicates 
potential improvement in the performance. VMware and Xen are used in a large number of studies as these 
hypervisors support live VM migration.  
 

Table -2 Maximum numbers of VMs in common hypervisors 
Hypervisor Virtual machines per host 

VMware vSphere ESXi 5.0 512 
XenServer 6.0 75 

Hyper-V 2008 R2 384 
Oracle VirtualBox V4 128 

 
RELATED WORK 

 
In a study by Rimal et al [88] the cloud services provided by big companies including Amazon, force.com and 
google are covered. It is an exclusive review of the available service providers and the way it is being carried out 
and the features that are supported. It is a valuable research in giving insights about the way Cloud services are 
offered to the public. Cloud monitoring tools in a study by Fatema et al [89] intend to monitor the resource 
utilisation and system performance. Available monitoring tools are described and their characteristics and desirable 
features are discussed. A review of available energy-aware simulation software and test beds are gathered by 
Sakellari and Loukas [90] and resource management in the Cloud is described and analysed in [91] where the 
challenges related to different perspectives of resource management is discussed. One of the strength of the study 
is in its identified challenges in each section and comparative nature of the text. In 2011 Beloglazov and Buyya 
[92] surveyed energy-aware studies in the Cloud in a book chapter. It includes a review of a set of energy related 
studies. Although, our survey includes other objectives related to the energy consumption and is shorter than 
earlier mentioned survey. The load balancing and re-scheduling is more broadly covered in our study and 
challenges are identified. 
 

IDENTIFIED CHALLENGES 
 
There are multiple instances in the literature where resource provisioning refers to how the processing power is 
shared among VMs. The effect of memory and bandwidth limitation and how they affect are disregarded, arguing 
that they can be added to the system at any time. It indicates that these studies reported their results according to 
that assumption. A more comprehensive way of simulation, when considering other resources as well as processing 
units can lead to a more compatible result for simulations to the measured values. 
 
A study might assume that one application will be deployed on a VM or there is the option of having multiple 
applications on one VM. It depends on how the system setup is and whether it's related to the correlation between 
jobs. Correlated jobs in the system require certain flow of executions where start of a job will be on termination of 
another. This can be disregarded by arguing that the group of these jobs can be presumed to be a single unrelated 
job to the others. Nevertheless, it effects the response/execution time and SLA (depending on the definition) 
whether the related jobs are deployed on different machines or waiting for the end of the other job. 
 
There is a gap in the energy-aware studies that can measure different objectives when these attributes are altered. 
That is, to consider CPU, memory and bandwidth requirements of applications while changing the settings where 
jobs can run independently or interconnected. Interconnection between jobs can be of different type and 
complexity. VMs run one or multiple jobs will also impact the system that can be studied in these scenarios. They 
can include variety of application types, CPU-intensive, memory-intensive, bandwidth-intensive or non-intensive.  
Considering a combination of these assumptions, scheduling in the Cloud is an online problem as there is not 
comprehensive information available about job's resource requirements. Their resource requirements can vary in 
their life cycle. Relying on the approximations and prior knowledge simplifies the Cloud provisioning but will 
come short in some instances of real practice. Online scheduling ideas are needed to be developed and tested on a 
variety of test beds. Test beds and evaluation workloads are not standard and any application set can potentially be 
used which makes comparison difficult. 
 
The way scheduling happens might make some nodes in the system overloaded or under loaded. The reason a node 
in the system is detected as under-/overloaded is its utilisation which violates a predetermined threshold. The 
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optimal threshold value is not investigated. Nonetheless, a diverse set of jobs are expected to be used for testing as 
different strategies work differently according to the test bed used. Then, the policies to choose a VM for migration 
and where to take it to assure a balanced load or save energy. There is a need for an energy model that can be 
adapted by simulation packages to provide a comparison platform. Simulation packages such as CloudSim intend 
to provide it. However, the updates released consist of formulae and real system values that are sometimes 
incompatible. 
 
Also, energy-aware heuristic multi-objective algorithms are commonly used in the Cloud. However, the result of 
multi-objective algorithms is a Pareto set. How a member of this set is selected is commonly considered to be 
random or averaged over all objectives. Averaged values can potentially lead to the selection of a member that is 
significantly high in one or two objectives (usually related objectives such as energy and temperature) and 
considerably unsatisfactory on others. This area can be better covered when joined with studies related to heuristic 
algorithms. 
 
Given all the assumptions and the needs for further development, it is important to note that even the best strategy 
in a given test bed may come short in another and the other way around. Each developed algorithm, strategy and 
policy is expected to be optimal in a certain circumstances. A study that looks into switching between these 
alternatives seems to achieve the most in the long term run of system. An adaptive provisioning is more likely to 
handle a complex system than static ones. 

 
CONCLUSION 

 
The Cloud resource provisioning is an area yet to be fully investigated. It plays an important role in providing 
reliable service in a satisfactory level regarding energy consumption. The relation between energy consumption 
and other sometimes conflicting objectives in the Cloud make the research in this area of high importance and 
complexity. 
 
In this paper, details of the studies related to energy aware Cloud provisioning are reviewed to provide insights. 
The aim was to describe multiple aspects and assumption of the studies to identify the differences. Details include 
the way energy consumption is obtained and the differences it makes, the energy saving strategies and the effect of 
hypervisor on the reported results. Also, other goals that might be simultaneously considered at the time of 
experiment and their impact on and from energy consumption are discussed. We noted that there are details in the 
experiments that can potentially change the results of the algorithms. This includes but is not limited to the way 
energy consumption is collected. Formulae and rule-based approximations give a rough estimate of the real energy 
consumption but makes simulation possible. On the other hand power meters attached to the hardware might read 
different values according to where they are connected and how often the meter is being read. Power meters 
circuits also add to the energy consumption that is being measured. Therefore, the more often the power is read the 
more the power meter energy will be added and less reading gives less accuracy to the power reading as there are 
less reading points. 
 
Research in the energy-aware Cloud provisioning consists of studies related to scheduling and re-scheduling of the 
incoming requests. It includes the initial assignment to the VMs as well as the mapping to the physical machines. 
There are differences in a way it is carried out where the size of VMs varies or the system does/doesn't allow 
assigning more than one request to a VM. There might be interconnections between requests that adds to the 
complexity of the experiment. VMs running interconnected tasks might be deployed on a same physical machine 
or not.  
 
The other challenging issue is the system with overloaded nodes. It is of high importance to detect overloaded 
nodes and solve it as it increases the chance of hardware failure and longer task completion time due to the wasted 
time for overheads such as context switching. Nevertheless, the notion of prescribing a threshold for overloaded 
node detection might cause frequent and unnecessary switching. And, the threshold is solely based on the CPU 
utilisation whereas memory and a network link might be overloaded and cause the same problem of lateness in the 
system. A general formula that averages the load on CPU, memory and network also comes short in detecting a 
situation where a resource is terribly overloaded and causes the rest of the resource not to have anything to do. 
Either way an overloaded part of the system is detected, policy/ies are needed to solve the problem. 
 
Solving the overloaded node problem is often through migrating VMs from overloaded machine to another. This 
process is called re-scheduling. It might be with the aim of balancing the load in the Cloud. It's important to decide 
which VM should be migrated and where it should be taken to as it impacts the effect of the migration. VM 
selection policies and host selection policies are investigated solely or in conjunction. Noting that the type of 
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hypervisor determines the maximum number of VMs on a physical machine, scheduling and re-scheduling 
algorithms can vary in experiments and change the outcome even though it is neglected by some authors. The 
number of VMs on a physical machine affects the real portion of the resources each VM receives which then 
effects the resource utilisation, response time and completion time and depending on the definition, the SLA/QoS. 
Resource utilisation directly impacts the energy consumption for computation. It is also responsible for the rise of 
the temperature which in turn requires more energy to cool the system down and adds to the total energy 
consumption. An energy-aware provisioning strategy aims to minimize the energy but needs to behave in a 
satisfactory level in case of other criteria in the system. That is, the energy-aware provisioning problem should be 
formulated in a way that covers the presumed objectives by researchers. 
 
Strategies applied to formulate the Cloud provisioning problem are mainly defined as a trade-off between 
minimizing energy consumption and other goals as either a simple trade-off or a multi-objective optimisation 
problem. It might also be described as a bin packing problem where available resources are the bin that 
accommodates applications/application's VMs. Regarding the problem formulation a solution strategy is 
developed. Solutions are categorized as deterministic and heuristic. 
 
After building the assumptions of the experiment, defining the problem and finding a solution, it is of high 
importance to evaluate it. Evaluation process can be a comparison to the best or worst case energy consumption in 
the given system or the algorithm suggested in another study or even a random selection policy. We aimed to 
provide information regarding the comparisons between studies and to help researchers to find the suitable 
benchmark for their evaluation. The review and analysis in this paper have provided an overview of available 
provisioning strategies and their characteristics to support researchers in finding the research gap. It also helps to 
detect the possible deviations from the reported results. Identified challenges are to suggest new trends and paths 
that requires further investigation. We consider this review as a reference and a basis for further research work. 
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