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INTRODUCTION : 

 The flexible job-shop scheduling is extended 

scheduling problem of job-shop scheduling, in which 

operations are processed on several different 

machines instead of single machine. To perform 

operations on different machines, operations are 

break down to sublots. These sublots are processed 

individually and transferred to the next processing 

stage after completion of the current one. The sublot 

is an assumption, proposed by Fantuhan et al[2] and 

later discussed by Demir & Isleyen[3]. This 

assumption is for overlapping in operation approach. 

In this approach, there is no need to complete the 

previous operation to start processing of new 

operation[4]. Application of this approach can be 

found in multistage manufacturing industry. 

 As job shop scheduling is NP-hard problem, 

its further improved problems are also NP-hard. That 

is FJSP is also NP-hard type. FJSP deals with more 

complex cases than job shop problem. The reason 

behind using Genetic Algorithm as main method is, it 

gives better results in ample of time. In addition to 

this, in recent years meta-heuristics gives better 

results than classical dispatching rules. Meta-

heuristics are the heuristics that provides good 

enough solution to an optimization problem, where 

limited information is available. 

 This paper gives study on proposed 

techniques & methodologies as well as previously 

used methodology. The improvement focuses on, to 

increase diversity & avoid falling into local optimum. 

In proposed method, selection operator of GA is 

improved by allowing single entry for each 

individual. The crossover operator is also modified 

by maintaining relationship between machine 

selection(MS) and operation sequence(OS). 

Moreover, the mutation operator is improved so that 

the chances of changing schedule of makespan 

increases and it is done by reassigning the operations 

that are in critical path. 

 The problem is same as that of in previous 

research paper[3]. The motive is to process n jobs on 

m machines with minimum makespan. Let M be m 

machines i.e. M={M1, M2,…., Mm} and n jobs be J 

i.e. J={J1, J2,…., Jn}. Job Ji consist of ni operations 

with predefined sequence : Oi1, Oi2,……., Oij which 

means operation j of job i. When all operations are 

finished in their predefined order then that particular 

job is completed. 
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Each operation Oij can be processed 

machines with processing time tkij, where M

of M ,which is set of available machines. There 

should not be an idle time between two adjacent 

sublots of same operation. And all sublots belonging 

to same operation must be operated on same machine 

one after another. FJSP is used here is with 

overlapping in operation approach. T

different cases of overlapping discussed below

Case 1: The sublot of operation Oij+1

completion of every operation Oij sublot. Because of 

this, the idle time gets generated bet

adjacent sublots of same operation, and as we are not 

considering this pattern in the approach this case is 

excluded in this methodology. Figure 1 shows this 

case. 

Case 2: Sublots of operation Oij+1

processing immediately after completion of first 

sublot of Oij. And it continue its processing till all 

sublots get processed. In this case, there is no chance 

of generation of idle time, operation O

processing of its all sublots without waiti

another operation to finish. Therefore this case is 

suitable for proposed approach, and this is included 

in it. This case is suitable, when the processing time 

of operation Oij+1 is equal or larger than that of 

operation Oij i.e. tkij<=  tkij+1. Figure 2 shows this 

case. 

International Journal of Engineering and Techniques - Volume 3 Issue 6, Nov 

1303                                 http://www.ijetjournal.org 

can be processed on k 

where Mij is subset 

of M ,which is set of available machines. There 

should not be an idle time between two adjacent 

of same operation. And all sublots belonging 

to same operation must be operated on same machine 

used here is with 

eration approach. There are 3 

discussed below. 

ij+1 starts after 
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ij+1 starts their 

processing immediately after completion of first 

. And it continue its processing till all 

sublots get processed. In this case, there is no chance 

of generation of idle time, operation Oij+1 completes 

s without waiting for 

Therefore this case is 

suitable for proposed approach, and this is included 

This case is suitable, when the processing time 

larger than that of 

. Figure 2 shows this 

Case 3 : The last sublot of operation O

processing, when entire operation O

processing. The operation Oij+1 starts processing 

along with last sublot of operation Oij

separate machines. This will led to avoid the idle 

time in between sublots of same operation. So this is 

also applicable case to the approach, hence it is 

included. This particular case is used

processing time of operation Oij+1

of operation Oij i.e. tkij> tkij+1. Figure 3 shows this 

case. 

The last two cases described above helps to minimize 

the completion time of the operation, and they are 

used in the proposed method. Previously used 

techniques and improvements over it are as follows.

A. Chromosome Encoding : 

 Representation of chromosome for improved 

version and the previous research

includes two parts : machine selection (MS) and 

operation sequence  (OS). The MS part is the 

array of integers which represents

machine that are available for processing. The 

shows all operations of same job with particular 

job index. All operations of same job, are 

different than each other operation of same job 

and this is based on time represented by j

index. 
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two cases described above helps to minimize 

operation, and they are 

used in the proposed method. Previously used 

over it are as follows. 

Representation of chromosome for improved 

version and the previous research[5] are same. It 

includes two parts : machine selection (MS) and 

operation sequence  (OS). The MS part is the 

represents index of the 

that are available for processing. The OS 

shows all operations of same job with particular 

job index. All operations of same job, are 

different than each other operation of same job 

and this is based on time represented by job 
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B. Chromosome Decoding : 

        While decoding the chromosome, only 

active schedules are considered. Active 

means schedules that allows only global right 

shift, i.e. to preserve feasibility no operation is 

allowed to put earlier in the schedule. Optimal 

schedule [3] is the most important property of 

active scheduling. Priority based scheduling was 

used to convert the chromosome into active 

schedules, and it includes searching 

available time interval for each operation.

C. Improved Population Initialization : 

 The generation of initial population of MS and OS 

part of chromosome was considered separately. To 

obtain MS and OS parts of chromosomes, assignment 

algorithm & random selection strategy 

dispatching rules were used respectively. The 

dispatching rules are : random selection, most work 

remaining, most operations remaining [7]

behind not using previous strategy for population 

initialization is it was time consuming. And here we are 

considering that it doesn’t matter that initial population 

is best or not, rather it should take minimum time to 

generate population. 

D. Improved Selection Operator :  

        The previous method used was three sized 

tournament selection operator [5]. In this particular 

method, as the size of tournament was large, and 

there was high possibility to select individuals for 

many times, this condition is avoided in the improved 

method. 

 In improved method the size of tournament 

is decreased by 3 to 2. And in each tournament 

selection the individual with high fitness is 

removed from parent population and 

population. This results into only one time selection 

for individual from one population and helps to 

achieves the diversity of population. 

E. Improved Crossover Operator : 

In original method, crossover operator for the MS 

and OS parts of chromosome were applied 

separately. For MS part two point crossover was 

applied. And for OS part a precedence preserving 

order based crossover(POX) [5] 

Figure 4 shows the example of crossover operator.
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iginal method, crossover operator for the MS 

and OS parts of chromosome were applied 

separately. For MS part two point crossover was 

applied. And for OS part a precedence preserving 

 was applied. 

crossover operator. 

 

All 1’s are the operations of job 1, 2’s are all 

operations of job 2, 3’s are all operations of job 3. 

Child 1 and child 2 preserves the location of job 2, 

from their respective parents. Then 

and job 3 are copied in cross pattern, i.e. child 1 

copied the sequence of operations of job 1 and job 3 

from parent 2, and for child 2 sequence is copied 

from parent 1. 

Improved method includes to treat the MS 

and OS part of chromosome as a whole. This 

identify which changes gives better result and which 

does not in one generation. Therefore POX crossover 

is applied to OS part to produce children and it 

inherits the MS part from its parents. Figure 5 shows 

the example. In every chromosome, first three genes 

are of job 1, next three genes are of job 2 and last 

three genes are of job 3. The integer value of every 

gene represents the machine assigned to that 

operation. According to figure 4 for MS part, child 1 

and child 2 preserves the location for job 2 same as of 

its parent. Now in figure 5, child 1 preserves the MS 

part of job 2 from parent 1 i.e. third, fourth, fifth gene 

and MS part of job 1 and job 3 from parent 

three and last three genes of child 1. 
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According to figure 4 for MS part, child 1 

and child 2 preserves the location for job 2 same as of 

its parent. Now in figure 5, child 1 preserves the MS 

part of job 2 from parent 1 i.e. third, fourth, fifth gene 

and MS part of job 1 and job 3 from parent 2 i.e. first 

three and last three genes of child 1.  
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F. Improved Mutation operator in MS part 

previous research[5], the mutation operator for 

MS and OS are also performed separately. For 

MS part first random operation is selected and 

then machine gets changed to the machine having 

shortest processing time among alternative 

machine set. 

An improvement over this is done by 

reassigning the operation to its adjacent machines, 

i.e. if original assigned machine is machine1, then 

reassigned to machine2, if original machine is 

machine2 then reassign it to machine3 and so on. 

This is because assigning an operation to the machine 

that has shortest processing time may not always be 

the best choice for the whole schedule to achieve  a 

smallest makespan. The reassignment of operation to 

its adjacent machine helps to achieve diversity.

New mutation method in MS part is 

proposed which contains steps as : Identifying critical 

path and reassigning operations in it. The purpose is 

only the moving operations in critical path

makespan. While identifying critical path, start from 

the latest finished operation. If several operations are 

finished at the same time, then select one of them 

randomly. Then there might be two paths, one we call 

it as machine path and other one as job path. Machine 

path is path that goes to previous operation 

machine. And job path is path that goes to previous 

operation of same job. In proposed method we 

always select the machine path first, and if it not 

available then move to the job path. 

 

 

Figure 6 shows the example for finding a 

critical path. As mentioned above start from the latest 

finished operation and in figure last compl

operation is O23. Operation O23 starts immediately 

after completion of O22 and O13. Now here there are 
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Figure 6 shows the example for finding a 

As mentioned above start from the latest 

finished operation and in figure last completed 

starts immediately 

. Now here there are 

two paths, O13 is machine path and O

As discussed above we always select machine path 

first in this proposed method, so we select O

O13 starts processing after completion of

which is job path. So we select O

decided by O32. After selecting O

two paths. One is O21 is machine path, and the other 

one is O31 which is job path. So according to our rule 

we select O21, which is the very first job operated on 

one of the machines. 

 

The important benefit of selecting machine 

path first is it avoids the situation that some machines 

are crowded with operations. There

the workload makespan could be reduced

be preferred that to include all possible operations, it 

makes easy to reassign them later. 

both paths at the same time makes it easier to 

determine whether available path 

path. After finding the critical path 

operation randomly, and reassign to its adjacent 

machine.  

 

G. Improved Mutation Operator in the OS part : In 

previous method, to obtain mutation operator in OS 

swapping technique was used

shows, two random genes are selected and then 

values of these genes get swapped with each other.

This technique might break the structure of original 

schedule, therefore another technique is introduced.

 

In improved method the precedence pres

based shift technique is introduced

by Lee et al[6].In this method a gene is selected 

randomly and then it is shifted to another position, 

while the operation represented by this gene within 

its job is not changed. Figure 8 shows the example of 

precedence preserving order based shift. Here 2 s 
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starts processing after completion of O12 only, 

which is job path. So we select O12 and its path is 

. After selecting O32, again there are 

is machine path, and the other 

which is job path. So according to our rule 

which is the very first job operated on 

The important benefit of selecting machine 

path first is it avoids the situation that some machines 

are crowded with operations. Therefore, to balance 

the workload makespan could be reduced. It would 

be preferred that to include all possible operations, it 

reassign them later. Finding available 

both paths at the same time makes it easier to 

determine whether available path is machine or job 

After finding the critical path select an 

operation randomly, and reassign to its adjacent 

in the OS part : In 

previous method, to obtain mutation operator in OS 

swapping technique was used[5]. As figure 7 

shows, two random genes are selected and then 

values of these genes get swapped with each other. 

This technique might break the structure of original 

schedule, therefore another technique is introduced. 

 

In improved method the precedence preserving order 

based shift technique is introduced which is proposed 

In this method a gene is selected 

randomly and then it is shifted to another position, 

while the operation represented by this gene within 

Figure 8 shows the example of 

precedence preserving order based shift. Here 2 s 
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selected which is second operation of job2, we can 

shift this gene only within the range of first and last 

operations of job 2. If position of selected gene is 

shifted beyond the mentioned range, then it might 

bring a huge influence to the structure of the original 

chromosome. 

 

 

 

H. Convergence and diversity :The proposed strategy 

helps to jump out from local optimum i.e. if global 

best result remain unchanged for certain 

generations, we will randomly  generate some new 

individuals and replace some worst individuals with 

these randomly generated individuals before 

crossover. 

CONCLUSION: 

This paper gives a study on improvements 

over previous research. The paper includes the 

review on previously used methods along  with 

improved methods with examples. 

methods are to improve the efficiency and diversity 

of Genetic Algorithm in previous research. All the 

improvements are based on general FJSP. If we 

consider the specific property of overlapping in 

operation, then we might get better results.
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