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ABSTRACT 

In fact, many problems with imbalanced data mean that the number of elements of a class is much larger than the 

number of elements of the remaining classes. This is the major reason for the declining performance of data classification. 

In addition, we found that in a number of imbalance datasets have many features redundant, unnecessary, not important to 

predict. Some reports have indicated if removing these features, it will increase the accuracy in imbalance data 

classification. Therefore, this paper studies, data balancing methods and reduces the number of attributes to improve the 

efficiency of data classification. Since then, we have developed a new method to reduce the number of feature and elements 

in the imbalance data classification. We experimented on some sets of biological data taken from the UCI like leukemia, 

colon-cancer and breast-p. These results show that our new method being more accurate classifiers with the G-mean 

measure compared with the method using original data. In addition, we use t-test evaluation indicated a method that the 

results have statistical significance with the p-value on the smaller datasets 0.05. 
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INTRODUCTION 

Classification of imbalance data is one of the difficult problems that interested by communities of machine 

learning and data mining. Class imbalance is  usually solved on binary classification problems (only 2 classes) in which a 

class that we interest accounting for a very small proportion compared with the rest of the classes. In many practical 

applications, such as detecting fraudulent transactions [1], network intrusion detection [2], the risks in management[3], the 

sheet tape classification or medical diagnosis [4] [5], the class imbalance has a great influence on the efficiency of the 

classification models. For example in the field of network intrusion detection, the number of network intrusions is typically 

a very small fraction of the total number of network transactions. Or in medical databases, the classified of the pixels in the 

X-ray film [6] have cancer or not, the unusual pixels (cancer) accounted for only a small part of the whole image [7] [8]. 

This occurred on datasets of classification problem would make the classifier model learning difficulties encountered in 

predicting the minority class data. Most classification algorithms such as decision trees [9], SVM [10] (Support Vector 

Machine) [11] was designed to get overall accurate, not interested in any class. Because of this, the classifier learning 

algorithm for imbalance datasets encountered problems forecasting to lose minority class despite the accuracy is very high 
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overall. For example, collection data for disease forecasting element A is 40000, in which patients class is a minority                      

(or we interest as the positive class) with only 10 molecules and remaining classes (not disease, or negative class) has 

39990 elements. A forecasting algorithm completely wrong patient A (always forecasting the disease is not A) but for the 

overall forecast is 99.975% [12]. This is one of the serious mistakes of classification algorithms. Because of this, solving 

the data imbalance classification problem is interested in  a lot of scientists in the machine learning community. 

Many solutions have been proposed to solve the problem above in learning algorithm to improve minority class 

but do not lose the majority class [13]. Many data-resampling methods were proposed to increase minority class which 

SMOTE [14] algorithm is one of the famous algorithms, typical and widely applied in the machine learning community. 

There are also proposed methods for reducing sampling majority class. Proposed changes to the data partition function 

improves minority class forecasting, but do not take a majority class forecasting. 

In real data, in particular as bioinformatics, the appearance of the data imbalance is inevitable. Besides that we 

find the emergence of more and more data sets very large of attributes, although these features have a lot of redundant 

features is not useful in predicting the minority class. That led to the minority class prediction not good but very time 

consuming to run the dataset [15]. 

Therefore, we propose the method of selection feature and smote to help improve minority class prediction, but 

not losing the majority class prediction. On the other hand, does not take much time to run the data set.                               

The experimental results on 03 imbalanced data sets in UCI repository showed that the method that we propose for greater 

efficiency when compared with only using SMOTE algorithm, based on the criterion of G-using mean and t-test showed 

that this finding is statistically significant with a p-value less than 0.05. 

ATTRIBUTE SELECTION METHOD AND ADDITIONAL ELEMENTS 

Measures to Evaluating Effectiveness Classification 

Most research in imbalance fields are mainly focused on two-class problem, the multi-class problem can be a 

simplified two-class problem. Conventionally, the label of minority class is positive (positive class), and the label of the 

majority class label is negative (negative class). 

Table 1 shows the 2-class confusion matrix [7]. TP and TN denoting the number of positive and negative samples 

were correctly classified, while the FN and FP denote the number of samples misclassified positive and negative 

respectively. 

Table 1: Confusion Matrix 

 Predicted as 
Positive 

Predicted as 
Negative 

Actually Positive TP FN 
Actually Negative FP TN 

 
Several measurements are calculated by the values in the confusion matrix [1]: 

Accuracy = (TP+TN)/(TP+FN+FP+TN)             (1) 

FP rate = FP/(TN+FP)                                                         (2) 

TN rate=TN/(TN+FP)                                                                     (3)  



Improve Efficiency of Cancer Classification by Combining Selected Feature and Additional Elements                                                                            3 

 
www.iaset.us                                                                                                                                                                                                        editor@iaset.us 

G-mean=sqrt (TP rate*TN rate)                                                                    (4) 

Formula (1)): If the data is extremely imbalance, most of all element of majority class is predicted exactly and not 

exactly all minority samples, then the accuracy is still high because the number of majority samples is larger than the 

number of minority samples. In this context, the accuracy cannot reflect the predicted reliability for the minority class. 

FP rate (Formula 2) represents the percentage of misclassified negative samples. TN rate (Formula 3) is the 

percentage of correctly classified negative samples. G-mean is determined based on two values of TP rate and TN rate 

(Formula  4). That is the measure of the classified efficiency of both minority and majority classes. Therefore, we use this 

measure to evaluate the efficiency of classification on imbalanced datasets. 

Feature Selection 

In machine learning and data mining, the data could contain many features that are either redundant or irrelevant 

which cause to reduce accuracy performance of classification. Thus feature selection techniques were proposed to remove 

these features without losing information. Moreover, these techniques have some advantages, for examples simple and 

easy to explain by researchers, shorter training times, reduce much data dimension, limit over-fitting [x, y] [16] [17]. 

A feature selection algorithm tries to find new feature subsets by using an evaluation measure which scores the 

different feature subsets. So, evaluation measure is an importance of  the feature selection algorithm. Some common 

measures include Pearson product-moment correlation coefficient, the pointwise mutual information, the mutual 

information, inter/intra class distance or the scores of significance tests for each class/feature combinations. 

The Pearson's correlation feature selection is the famous and effective measure evaluates subsets of features based 

on the hypothesis: "Good feature subsets contain features highly correlated with the classification, yet uncorrelated to each 

other". A feature subset S consisting of k features is measured by the following equation [x, y] [18] [19] [20]: 

�� =
�. ���				


� + ��� − 1�. ���				
 

Figure 1: Formula for Calculating Correlation between Attribute 

Here, ���				 is the average value of all feature-classification correlations, and ���				 is the average value of all feature-

feature correlations. The correlation feature selection criterion is defined as the maximum GS 

SMOTE 

There are many methods of re-sampling to balance the data in the classification problem such as[21]: 

Under-sampling is reducing the number of elements of majority class to balance data. Random under-sampling is 

the simplest method. There are also several proposed advanced approaches such as the Condensed Nearest Neighbor Rule 

(CNN), the Neighborhood Cleaning Rule (NCL), the Edited Nearest Neighbor Rule (ENN), the To mek links [21]. 

Over-sampling is method increasing the number of minority elements to balance data. The simplest method is 

random over-sampling: randomly selects minority elements to produce identical replicas that increase minority size. 

However, this method increases the over-fitting of the classification model with the training dataset. Besides, there is also a 

way to increase the sample size by generating artificial elements and labeling them as minority class. SMOTE is the first 

generating artificial elements algorithm and has proven its effectiveness through experimentation. 
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SMOTE (Synthetic Minority Over-sampling Technique) is an over-sampling algorithm by adding synthetic 

elements on the juncture between the two original elements of a minority class. This approach was inspired by a technique 

proven successful in handwritten character recognition. In that method, they extend the training dataset by performing a 

rotating or tilting of the original data [14]. 

In this method, the authors re-sampling the minority class elements by: 

• For each minority member, identify its nearest neighbor k in the minority class; 

• Randomly select a neighbor in the neighboring k specified above; 

• The artificial elements (synthetic elements) is generated on the line connecting the considered element and its 

neighbors as follows: Calculates the difference between the attribute vector of the considered element with its 

neighbors; Take this difference multiplied by a number between 0 and 1 (randomly selection); Then, adding this 

result to the attribute vector of the considered element, we obtain the attribute vector of the artificial element, 

which is assigned the class label attribute as the minority (Negative). 

Depending on the amount of sampling required for the minority class, neighbors are randomly selected from k 

nearest neighbors. For example, if the number of artificial elements is twice that of the original minority class (200%), then 

for each of the original elements, we define two neighbors randomly in the k nearest neighbor, for each of these neighbors 

we make two artificial elements on the line connecting the considered element and its neighbors. Similarly, if we need to 

make more artificial elements, we choose more neighbors. 

COMBINATION METHOD: SMOTE-CORRELATION 

In order to improve the efficiency of the classification, we combine the two methods: feature selection and 

generate additional elements. After performing the feature selection, the dimension of the data is significantly reduced, 

eliminating the attributes that less affects the class prediction. Then, the new dataset was used as an input to the SMOTE 

algorithm to balance the amount elements between the majority and minority classes. Finally, the dataset obtained after the 

implementation of SMOTE will be classified by the classification algorithm as: K-NN, SVM…Figure 2 show the model 

represents the process of combination method. 

 

Figure 2: Model Show Combination Method: Smote-Correlation 

RESULTS 

To evaluate the effectiveness of the method we mentioned above, we install and run the program language R and 

Perl[22]. On 03 experimental imbalance cancer datasets from UCI (University of California, Irvine) and described in     
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Table 2. These datasets are divided into two parts: training data and test data. 

• Train Dataset: Used for the learning process to build the classification model. 

• Test Dataset: Used to evaluate the classification effect. 

In this paper, we conducted experiments using the k-fold cross-validation method, with k = 5 (5-fold) [23]. 

Firstly, to reduce the number of attribute of datasets, the Correlation method was carried out with removal rates between 

0.2 and 0.9, respectively. After that, we perform data balancing by the SMOTE algorithm. Finally, the classification 

algorithms are used K-NN, SVM using the available packages in R: Class, Kernlab [24]. 

Table 2: Imbalance Datasets 

Datasets Number of Elements Number of Feature Minority Class Ratio 
Breast-p 198 32 23.73% 
Colon-cancer 62 2000 35,48% 
Leukemia 71 7128 34,72% 

 
To show clearly the effectiveness of the method that we propose, we compared the results based on G-mean 

measure. Figure 3 is a chart denoted G-mean values of 3 original datasets (without SMOTE and Correlation) with datasets 

after running methods: the original data using SMOTE (SMOTE), original data using feature selection (correlation), and 

using a combination of data selection and additional elements SMOTE (smote-correlation). From the results in Figure 2, 

we can see that method applied in combination has highly effective than traditional methods. Specifically, after applying 

combination method, Leukemia dataset with 7128 features obtained G-mean value 87.93 and the Breast-p dataset obtained 

G-mean value 65.22 are higher than other methods. 

 

Figure 3: Chart Show G-Mean Values of 3 Dataset: Leukemia, Breast-P and Colon-Cancer 

We evaluate the statistical significance of the data by using t-test to calculate the p-value for values of G-mean 

when we perform classification datasets after applyingSMOTE - correlation method with other methods. 

The results show that almost p-values are less than 0.05 (statistically significant). Specifically, with the Leukemia 

dataset, the p-value of the G-mean value of the SMOTE-correlation method with Original, Correlation, SMOTE              

are: 2.2e-16, 2.2e-16, 3.05e-7. With the Breast-p dataset, the corresponding p-value are: 2.2e-16, 1.25e-5, 2.2e-16. 

Thus, the method we propose SMOTE-Correlation has better experimental results than other methods and the 

results are statistically significant. 
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CONCLUSIONS AND DEVELOPMENT 

In recent years, learning with imbalance datasets received much attention in the two aspects of theory and 

practice. However, the traditional data mining method unresolved imbalance data problem in a satisfactory manner.                

In order to solve this problem, combining feature selection method and smote in this report is a good approach to improve 

class efficiency. 

The idea that we propose is based on leverage advantages reduce the number of a feature in the data then increase 

the number of elements in the minority class so that improves minority class prediction. The experimental results show that 

our methods are more effectively than traditional methods.  

While we try to enhance technical selection features, optimization of the key feature in the imbalance data 

contributes to accurately assess, evaluate effectiveness in minority class. At the same time, along with computing of         

G-mean values of the datasets, we also compute the runtime for each dataset. 

In addition, we will also experiment with the new methods and on different datasets, combination other feature 

selection method with SMOTE and SMOTE's improved algorithms such as: Borderline-SMOTE, Safe-level-SMOTE, 

Add-border-SMOTE...[25][26][27]. 
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