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ABSTRACT

In fact, many problems with imbalanced data mea the number of elements of a class is much lattggn the
number of elements of the remaining classes. $hisei major reason for the declining performancdath classification.
In addition, we found that in a number of imbaladegasets have many features redundant, unnecessarimportant to
predict. Some reports have indicated if removingséh features, it will increase the accuracy in ilabhae data
classification. Therefore, this paper studies, dagdancing methods and reduces the number of ateibto improve the
efficiency of data classification. Since then, wwgehdeveloped a new method to reduce the numifeatofe and elements
in the imbalance data classification. We experiradrin some sets of biological data taken from t# like leukemia,
colon-cancer and breast-p. These results show tiatnew method being more accurate classifiers with G-mean
measure compared with the method using originah.dit addition, we use t-test evaluation indicagethethod that the

results have statistical significance with the paeaon the smaller datasets 0.05.
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INTRODUCTION

Classification of imbalance data is one of theidift problems that interested by communities ofchiae
learning and data mining. Class imbalance is Ugsgalved on binary classification problems (onlglasses) in which a
class that we interest accounting for a very smpadportion compared with the rest of the classesmhany practical
applications, such as detecting fraudulent traimae{1], network intrusion detection [2], the risit management[3], the
sheet tape classification or medical diagnosis[$4] the class imbalance has a great influencehenefficiency of the
classification models. For example in the fielchefwork intrusion detection, the number of netwioitkusions is typically
a very small fraction of the total number of netwtnansactions. Or in medical databases, the filedsif the pixels in the
X-ray film [6] have cancer or not, the unusual fexgcancer) accounted for only a small part ofwhmle image [7] [8].
This occurred on datasets of classification probleould make the classifier model learning diffigest encountered in
predicting the minority class data. Most classtiima algorithms such as decision trees [9], SVM][(®upport Vector
Machine) [11] was designed to get overall accurat#,interested in any class. Because of this,cthssifier learning

algorithm for imbalance datasets encountered pnabkerecasting to lose minority class despite teueacy is very high
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overall. For example, collection data for diseasedasting element A is 40000, in which patientsglis a minority
(or we interest as the positive class) with onlyri6lecules and remaining classes (not diseaseegutive class) has
39990 elements. A forecasting algorithm completalgng patient A (always forecasting the diseasmoisA) but for the

overall forecast is 99.975% [12]. This is one of "erious mistakes of classification algorithmscdiese of this, solving

the data imbalance classification problem is irdm@ in a lot of scientists in the machine leagraammunity.

Many solutions have been proposed to solve thel@molabove in learning algorithm to improve minoritass
but do not lose the majority class [13]. Many de#sampling methods were proposed to increase rnyndass which
SMOTE [14] algorithm is one of the famous algorijntypical and widely applied in the machine leagncommunity.
There are also proposed methods for reducing sagptiajority class. Proposed changes to the datitigarfunction

improves minority class forecasting, but do nottakmajority class forecasting.

In real data, in particular as bioinformatics, #gpearance of the data imbalance is inevitableidBgghat we
find the emergence of more and more data setslaege of attributes, although these features halat af redundant
features is not useful in predicting the minoritgss. That led to the minority class prediction gobd but very time

consuming to run the dataset [15].

Therefore, we propose the method of selection feaand smote to help improve minority class préaiictbut
not losing the majority class prediction. On thehest hand, does not take much time to run the data s
The experimental results on 03 imbalanced dataiséi€| repository showed that the method that wappse for greater
efficiency when compared with only using SMOTE aitjon, based on the criterion of G-using mean atebt showed

that this finding is statistically significant withp-value less than 0.05.

ATTRIBUTE SELECTION METHOD AND ADDITIONAL ELEMENTS

Measures to Evaluating Effectiveness Classification

Most research in imbalance fields are mainly foduse two-class problem, the multi-class problem bana
simplified two-class problem. Conventionally, ttedél of minority class is positive (positive clasahd the label of the

majority class label is negative (negative class).

Table 1 shows the 2-class confusion matrix [7].afid TN denoting the number of positive and negatamaples
were correctly classified, while the FN and FP denthe number of samples misclassified positive ardative

respectively.

Table 1: Confusion Matrix

Predicted agPredicted ag
Positive Negative

Actually Positive TP FN

Actually Negative FP TN

Several measurements are calculated by the valibe iconfusion matrix [1]:

Accuracy = (TP+TN)/(TP+FN+FP+TN) 1)
FP rate = FP/(TN+FP) @)
TN rate=TN/(TN+FP) A3)
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G-mean=sqrt (TP rate*TN rate) 4)

Formula (1)): If the data is extremely imbalancesbof all element of majority class is predictedetly and not
exactly all minority samples, then the accuracwtih high because the number of majority samptesarger than the

number of minority samples. In this context, theuracy cannot reflect the predicted reliability foe minority class.

FP rate (Formula 2) represents the percentage sflassified negative samples. TN rate (Formulas3jhe
percentage of correctly classified negative samplemean is determined based on two values of @ aad TN rate
(Formula 4). That is the measure of the classiiffitiency of both minority and majority class@herefore, we use this

measure to evaluate the efficiency of classificatia imbalanced datasets.
Feature Selection

In machine learning and data mining, the data coalitain many features that are either redundantelevant
which cause to reduce accuracy performance ofifitadgon. Thus feature selection techniques wergppsed to remove
these features without losing information. Moreoubese techniques have some advantages, for essrsphple and

easy to explain by researchers, shorter trainmggij reduce much data dimension, limit over-fitfigy] [16] [17].

A feature selection algorithm tries to find newtfea subsets by using an evaluation measure witictes the
different feature subsets. So, evaluation measur@niimportance of the feature selection algorit®mme common
measures include Pearson product-moment correlatmefficient, the pointwise mutual information, thautual

information, inter/intra class distance or the ssaof significance tests for each class/featurebfetions.

The Pearson's correlation feature selection isaimous and effective measure evaluates subsetsinirés based
on the hypothesis: "Good feature subsets contaitufes highly correlated with the classificatioat yncorrelated to each

other". A feature subset S consisting of k featiseseasured by the following equation [x, y] [189] [20]:

_ kTer
JEk+kk—1).75;

Gs

Figure 1: Formula for Calculating Correlation between Attribute
Here, 7, is the average value of all feature-classificatorrelations, andy is the average value of all feature-

feature correlations. The correlation feature selacriterion is defined as the maximu®a
SMOTE
There are many methods of re-sampling to balareelaka in the classification problem such as[21]:

Under-sampling is reducing the number of elemehtsajority class to balance data. Random under-§ams
the simplest method. There are also several prdpadeanced approaches such as the Condensed Neaigisbor Rule
(CNN), the Neighborhood Cleaning Rule (NCL), thatéd Nearest Neighbor Rule (ENN), the To mek lifiks|.

Over-sampling is method increasing the number afonily elements to balance data. The simplest nietho
random over-sampling: randomly selects minoritynedats to produce identical replicas that increaseorty size.
However, this method increases the over-fittinghef classification model with the training datagssides, there is also a
way to increase the sample size by generatingcgatielements and labeling them as minority cl&€OTE is the first

generating artificial elements algorithm and has/pn its effectiveness through experimentation.
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SMOTE (Synthetic Minority Over-sampling Techniquis) an over-sampling algorithm by adding synthetic
elements on the juncture between the two origilEahents of a minority class. This approach wasiregpby a technique
proven successful in handwritten character recamitn that method, they extend the training dettdey performing a

rotating or tilting of the original data [14].
In this method, the authors re-sampling the migariass elements by:
*  For each minority member, identify its nearest hbig k in the minority class;
« Randomly select a neighbor in the neighboring IcHieel above;

e The artificial elements (synthetic elements) isegated on the line connecting the considered eleiuadh its
neighbors as follows: Calculates the differencevben the attribute vector of the considered elemeétft its
neighbors; Take this difference multiplied by a m@nbetween 0 and 1 (randomly selection); Theningditis
result to the attribute vector of the considerezh®nt, we obtain the attribute vector of the a&itifi element,

which is assigned the class label attribute asrimerity (Negative).

Depending on the amount of sampling required fer iinority class, neighbors are randomly selectethfk
nearest neighbors. For example, if the numbertdfcgal elements is twice that of the original ronity class (200%), then
for each of the original elements, we define twighkors randomly in the k nearest neighbor, foheafcthese neighbors
we make two artificial elements on the line conimgrthe considered element and its neighbors. Sityjlif we need to

make more artificial elements, we choose more righ
COMBINATION METHOD: SMOTE-CORRELATION

In order to improve the efficiency of the classifion, we combine the two methods: feature selectind
generate additional elements. After performing fdrture selection, the dimension of the data isiogntly reduced,
eliminating the attributes that less affects thesslprediction. Then, the new dataset was used apat to the SMOTE
algorithm to balance the amount elements betweemidjority and minority classes. Finally, the datasbtained after the
implementation of SMOTE will be classified by thiagsification algorithm as: K-NN, SVM...Figure 2 shdake model

represents the process of combination method.

Feature
Original dataset - Selection

Dataset with

Train Dataset

\ 4

Classification Balance train SMOTE

reduced dimension

Algorithm

Algorithm

Dataset

Figure 2: Model Show Combination Method: Smote-Corelation
RESULTS

To evaluate the effectiveness of the method we imeed above, we install and run the program langlR@nd

Perl[22]. On 03 experimental imbalance cancer @&afom UCI (University of California, Irvine) andescribed in
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Table 2. These datasets are divided into two p@etisting data and test data.
e Train Dataset: Used for the learning process to build the classibn model.
» Test Dataset:Used to evaluate the classification effect.

In this paper, we conducted experiments using tfielck cross-validation method, with k = 5 (5-fol{®3].
Firstly, to reduce the number of attribute of datasthe Correlation method was carried out withaeal rates between
0.2 and 0.9, respectively. After that, we perforatadbalancing by the SMOTE algorithm. Finally, ttiassification
algorithms are used K-NN, SVM using the availatdekages in R: Class, Kernlab [24].

Table 2: Imbalance Datasets

Datasets |Number of Elements Number of Feature |Minority Class Ratio
Breast-p 198 32 23.73%
Colon-cancer 62 2000 35,48%
Leukemia 71 7128 34,72%

To show clearly the effectiveness of the method tha propose, we compared the results based on &rme
measure. Figure 3 is a chart denoted G-mean vafug@®eriginal datasets (without SMOTE and Correla}iwith datasets
after running methods: the original data using SNEQEMOTE), original data using feature selectioorfelation), and
using a combination of data selection and additiefements SMOTE (smote-correlation). From the ltssa Figure 2,
we can see that method applied in combination fgdyheffective than traditional methods. Speciligaafter applying
combination method, Leukemia dataset with 7128ufestobtained G-mean value 87.93 and the Breaatgset obtained
G-mean value 65.22 are higher than other methods.

G-mean
Leukemia Breast-p Colon-cancer
Original 7626 34 .32 BG6._88
Smote 8526 63.37 86.10
' Correlaton 77.84 53.29 8§7.2%
® Smote-Corrclation 87.93 65.22 86.88

Figure 3: Chart Show G-Mean Values of 3 Dataset: Lekemia, Breast-P and Colon-Cancer

We evaluate the statistical significance of theadat using t-test to calculate the p-value for galof G-mean
when we perform classification datasets after dpglyMOTE - correlation method with other methods.

The results show that almost p-values are lessQt@m (statistically significant). Specifically, thithe Leukemia
dataset, the p-value of the G-mean value of the $EMorrelation method with Original, CorrelationMSTE
are: 2.2e-16, 2.2e-16, 3.05e-7. With the Breastitpst, the corresponding p-value are: 2.2e-16¢1522.2e-16.

Thus, the method we propose SMOTE-Correlation letebexperimental results than other methods hed t

results are statistically significant.
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CONCLUSIONS AND DEVELOPMENT

In recent years, learning with imbalance dataseteived much attention in the two aspects of theorg
practice. However, the traditional data mining moethunresolved imbalance data problem in a satsfaananner.
In order to solve this problem, combining featuetestion method and smote in this report is a gaguioach to improve

class efficiency.

The idea that we propose is based on leverage wyesreduce the number of a feature in the detaititrease
the number of elements in the minority class sbitharoves minority class prediction. The experitaénesults show that

our methods are more effectively than traditionatmds.

While we try to enhance technical selection feaumptimization of the key feature in the imbalantaa
contributes to accurately assess, evaluate eftaadss in minority class. At the same time, alonth womputing of

G-mean values of the datasets, we also computeititiene for each dataset.

In addition, we will also experiment with the nevetimods and on different datasets, combination déwure
selection method with SMOTE and SMOTE's improvegodathms such as: Borderline-SMOTE, Safe-level-SNEDT
Add-border-SMOTE...[25][26][27].

ACKNOWLEDGEMENT
This research was supported by the Vietnam Ministfgducation and Training, project B2018-SPH-52.
REFERENCES

1. Mahmoudi, Nader, and E. Duman, “Detecting credirccdraud by modified Fisher discriminant analysis,
Expert Syst. with Appl. 42.5, pp. 2510-2516, 2015.

2. Suthaharan and Shan, “Big data classification: Plevhs and challenges in network intrusion predictigith

machine learning,” ACM Sigmetrics Perform. EvalvRep. 70-73, 2014.

3. O. V. Antipina and A. C. Prokopyeva, “Classificatiof financial risks and management techniqueshia t

organization of production processes,” World Scis&@v. Mire Nauchnykh Otkrytiy, no. 65, 2015.

4. C.Wang and et al, “imDC: an ensemble learning rodtfor imbalanced classification with miRNA dat&gnet.
Mol. Res. 14.1, pp. 123-133, 2015.

5. Krawczyk, Bartosz, and et al, “Evolutionary undergaing boosting for imbalanced classification ofeast

cancer malignancy,” Appl. Soft Comput., vol. 38, pp4—726, 2014.

6. Lang, Philipp, and et al, “Methods and devices &waluating and treating a bone condition on x-rayage
analysis,” U.S. Pat., no. 9, pp. 275-496, 2016.

7. Y. Sun, A. K. C. Wong, M. Kamel, and S., “Clasgiftm of Imbalanced Data: a Review,” Int. J. Patter
Recognit. Artif. Intell., vol. 23, no. 4, pp. 687297 2009.

8. Khatami, Amin, and et al, “Parallel deep solutiofisr image retrieval from imbalanced medical imaging
archives,” Appl. Soft Comput., no. 63, pp. 197—22151 8.

9. Lior and Rokach, “Data mining with decision tred¢seory and applications,” World Sci., vol. 81, 2014

Impact Factor (JCC): 4.5095 NAAS Rating 2.96



Improve Efficiency of Cancer Classification by Combining Selected Feature and Additional Elements 7
10. Shawe-Taylor, John, and S. Sun, “A review of optitidon methodologies in support vector machines,”
Neurocomputing, vol. 74, no. 17, pp. 3609-36181201

11. S. B. Kotsiantis, “Supervised Machine Learning: évieRw of Classification Techniques,” Informatical.v31,
pp. 249-268, 2007.

12. B. T. N. Phan Bich Chung, “Phansh Dir Liéu Khéng Can Bng Wi Roughly Balanced Bagging,’ap chi Khoa
hoc - Pai hoc Cin Thy, pp. 189-197, 2011.

13. H. HE and E. a. Garcia, “Learning from Imbalancedf@ Sets.,” IEEE Trans. Knowl. Data Eng., vol. Bb, 9,
pp. 1263--1264, 2010.

14. N. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Keggyer, “{SMOTE}: {S}ynthetic minority over-sampin
technique,” J. Artif. Intell. Res., vol. 16, pp.13857, 2002.

15. L. C. Molina, L. Belanche, A. Nebot, J. Girona, addN. C, “Molina et al. - Unknown - Feature Selent
Algorithms A Survey and Experimental Evaluatiort if EG edG H AX with distribu.pdf,” Data
Mining, 2002. ICDM 2002. Proceedings. 2002 IEEE @onf., pp. 306-313, 2002.

16. Gareth James, D. Witten, T. Hastie, and R. TibshjréAn Introduction to Statistical Learning,” Sprger, p.
204, 2013.

17. M. L. Bermingham et al., “Application of high-dinmonal feature selection: evaluation for genomiegiction
in man,” Sci. Rep, vol. 5: 10312., 2015.

18. M. Hall, Correlation-based Feature Selection for dliine Learning. 1999.

19. Senliol, Baris, and et al, “Fast Correlation Bas€&ilter (FCBF) with a different search strategy,” @gput. Inf.
Sci. Isc., vol. 23, no. 8, 2008.

20. H. Nguyen, K. Franke, and S. Petrovic, “Optimizeglass of feature selection measures,” in Procegsliof the
NIPS 2009 Workshop on Discrete Optimization in Maeh_earning: Submodularity, Sparsity & Polyhedra
(DISCML), 2009, p. 5.

21. X. Guo, Y. Yin, C. Dong, G. Yang, and G. Zhou, tlnClass Imbalance Problem,” Int. Conf. Nat. Coypol.
4, pp. 192-201, 2008.

22. and B. d F. R. L.Schwartz, T. Phoenix, Learning.Rreilly, 2008.

23. Arlot, Sylvain, and A. Celisse, “A survey of cresdidation procedures for model selection,” Stains, vol. 4,
pp. 40-79, 2010.

24. A. Karatzoglou and et al, “Package Kernlab Versid8-22. An S4 Package for Kernel Methods in R.rRete
Manual,” J Stat Softw, pp. 1-20, 2015.

25. H. Han, W. Wang, and B. Mao, “Borderline-SMOTE New Over-Sampling Method in,” ICIC, pp. 878-887
2005.

26. C. Bunkhumpornpat, K. Sinapiromsaran, and C. Lwap) “Safe-level-SMOTE: Safe-level-synthetic miyori

over-sampling technique for handling the class ifabeed problem,” Lect. Notes Comput. Sci. (inclgdin

www.iaset.us editor @ aset.us



8 Duong Hung Bui, Manh Cuong Nguyen, Thi Hong Nguyen & Xuan Tho Dang

Subser. Lect. Notes Artif. Intell. Lect. Notes Biioimatics), vol. 5476 LNAI, pp. 475-482, 2009.

27. H. NT, C. NM, and T. DX, “Add-border-smote:upimg phap rdi sinh thém phin t: trong phan ép di liéu mit
can hing,” Tap chi khoa hc va K thugt - Hoc vién K thugt quan s, vol. 164, no. 1, pp. 81-91, 2014.

Impact Factor (JCC): 4.5095 NAAS Rating 2.96



