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ABSTRACT

Ubiquitous healthcare system has become the new paradigm with the advancements in the field of Information and
Communication Technology (ICT). Such systems involve pervasive, incessant, in vitro data collection of vital
physiological parameters and real-time processing of the data to derive consequential, context-sensitive, person-
specific conclusions.  Electrocardiogram (ECG) is a vital parameter to be consistently and continuously
monitored. ECG is often contaminated by the presence of transient interruptions and other artefacts. This paper
proposes a new filtration method known as Iterative Least Square Polynomial Approximation method. It looks into
the various aspectsin the cleansing of ECG signals by this filter in Matlab and compares its performance with that
of various commonly used filters.
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INTRODUCTION

The fact sheet [1] released by the World Healtranigation (WHO) in January 2015 confirms that thason for
maximum number of non-communicable deaths is caedicular diseases, with a global average of 1.Homil
people. Hence it is vital to monitor the ECG signfalr the timely detection of anomalies.

ECG signals are captured using different methobsth intrusive and non-intrusive. Signals captubgdthese
techniques can be contaminated due to variousriatite [2] noise from the data collecting deviggerference
due to power line, loss of electrode contact orctebdele contact noise, variation in the signals dwethe
movements or respiration of the subject, multi Jeltel potential generated due to muscle contrasti@brupt
shifts in baseline and electro surgical noise. Thig/ lead to variations in the original signal. §hiay shrink the
performance of sophisticated signal processingrialgos. These artefacts can be reduced considerbbtynot
completely removed, by carefully choosing the hamdvand signal collection mechanisms and then apply
proper filters to the signal. Not much alternatias on hand in hardware and signal collection raeisms.
Hence it is important to choose proper filteringheiques suitable for the artefacts as well asitibended
application. The filtering can be made before samgpWith a time-variant analog filter or after sding, using a
discrete-time filter or a digital filter. Digitailfers [3] are more versatile and adaptive to cleargey can also be
used against very low frequencies. Digital filtéxedp in the reconstruction and restoration of sigrhat were
contaminated or damaged.
RELATED WORKS

Many researchers have ventured [4] into the dewedapt of monitoring systems for ECG using non-invesi
methods and worked with many and varied digitééfd. Samenét al [5] in their paper, describe about a non-linear
framework based on Bayesian filters for de-noidt@G. They put forth a dynamic model, non-lineanature, for
the creation of highly realistic resultant ECG. dgp of model parameters are chosen to help timeefrneork adapt

to a vast range of ECGs. The facility of auto-sédecof parameters is also provided in the system.

In their research paper, Zolt& al [6] elaborate on the filtering of ECG signals lthsen Discreet Wavelet
Transformation (DWT). Using DWT, dyadic division bandwidth is possible, thus allowing the procegsifithe
sub bands independently. The wavelets are decadpimsobtain the sub bands. Using wavelet shrinkage
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thresholding, de-noising of ECG is done. Inverseelet transformation is then applied on waveletsetmnstruct
the signal. Borries et al [7] also used the techmiqf Discrete Wavelet Transformation for filterimgpite noise,
abrupt shifts in baseline and interference dueotogu line. Niknazar et al [8] describe the applmatof Dynamic
Time Wrapping on the Kalman Filter Framework in fhtering of abnormal ECG. They use this methodilter

the abnormal waves occurring only in certain cyde&CG. The test results based on real and syottestt data
shows that this method can be used for both noamélabnormal ECG.

Ali et al [9] elaborates on the filtering of therations in ECG arising due to the muscle contoacdi and
interference. They use a combination of Recurtwast Square filters along with a modified versafrLinear,

Iterative Kalman Filter to remove the EEG tracesrfithe surface of ECG signal. Sameni et al [1G] disscribe the
use of the Extended Kalman Filter (EKF) in theefilhg of ECG signal. While the traditional Kalmaltef is valid

only for linear systems, it is extended to contagmlinear systems as well. Smital and Kozumplik],[14 their

paper, illustrate how the Wiener-Shrink method ddug used for filtering noise signals from ECG. Theeshold
levels were set and the results achieved were a&teaibased on their Signal-to-Noise Ratio (SNR).

Tarvainenet al [12] coined a new detrending method that works Bktime-variant FIR high pass filter. Detrending
is done using the Smoothness Priors method. Thyidreey response could be adequately adjusted toainus
circumstances with the help of a single paramet#ehmet and others [13] present an ECG de-noigiagrtique for
weak signals based on the thresholding methddghiaterval dependent. The algorithm assumesttieasignal is
contaminated by white Gaussian noise having lowaip-noise ratio. Wavelet transformation is dbyeselecting
proper interval-dependent thresholds.

METHODOLOGY

Time domain and frequency domain filters are usedtfie proposed analysis. Wavelet transformatiomds
considered in the experiment due to its disadvastaghen applied on a periodic signal [14]. Therfd considered
for analysis were Butterworth (frequency domain filker), Median, firl (window-based FIR), MA filte(Moving
Average filter), Gaussian and S-G filter. The fi#té outputs of the individual filters are analys&tie output is
compared with the output of the proposed method.

The proposed method, known as the Iterative Leqs&ai® Polynomial Approximation method, smoothersdata
by using the least square polynomial approximatteratively. The number of iterations is presets@dla signal
window is defined, similar to that of the movingeaage filters. The mathematical interpretationtef tethod is
given below.

Let the signal, S /x[n] , be a collection of points. Consider that thdemtion of 2N+1 samples centres at n = 0.
The coefficients of the polynomial can be defined a

P(n) = Y, _ a n¥ (D
Approximated mean-square error for the collectibsamples [15] centred at n = 0 is,

En= Y (P(n) — x[n])? @)

ie,

N n k 2

E, = an_N(zkzo a; n* — x[n]) 3
Here, N could be treated as half width of the agipnation interval. The output at n =¥Q],

Y[0] = P[0] = a, 4

This is equal to the coefficient of the zeroth pmignial. Shift the analysis interval by one samjlehe right;
redefinethe origin to position at the middle of the samipleck, repeat the polynomial fitting and the outptithe
next sample is obtained.

In the next iteration, the output of the first &8on is considered as the new input, producingva polynomial and
new value for the output sequence. At the end efttration, the deviation, given by the equati®)) is minimised.
This process is repeated till the threshold vakieeached, after which the signal gets distortesih¢p out few
minimas and/or maximas.

EXPERIMENT

The data for the experiment is taken from the MIIHB\rrhythmia Database [16-18]. The ECG samplesestan

the database are collected at Beth Israel hostaton. Of the 48 record available in the dataptse case of
record 100 is considered for analysis. The recardeu consider is already filtered of unnecessatgfats, so
random noise is added to the signal before testing.
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The performance of selected filters is comparedgubbth qualitative and quantitative methods. Qathlie analysit
involves visual evaluation. The parameters used doantitative analysis are Signal Noise ratio (SNR),
Normalised RMSE (Root Mean Square Error) and Coieffit of variation (CV) of RMSE

SNR is calculated as SNR = 10log,, (SSIL"ESZZ’; tt}:;iizzl) (5)
RMSE is calculated as RMSE = \/E?=1(x[i]“”;_x[i]e"p )y (6)
Normalised RMSE is calculated a§ormRMSE = (%) @)
Coefficient ofVariation of RMSE iscalculated asCV (RMSE) = (%) (8)

The output of various filters is givefrom Fig. 1-10.
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RESULT AND DISCUSSION

Table -1gives the comparison of filters based on the Sigm&oise Ratio (SNR) at various noise levels. &:-2

gives the comparison based on RM
Table -1Comparison of filtersbased on SNR

SNR ratio

Noise Level
Filters at 5% at 10% at 20% at 30% at 50%
Noisy Signal 65.1096 58.8277 52.7384 49.1774 44.9506
Butterworth Filter 32.6704 32.6586 32.6247 32.5853 32.4241
Median Filter 33.992 33.9989 33.9362 33.875 33.6893
firl Filter 33.1802 33.1696 33.1418 33.1153 32.9812
Gaussian Filter 24.2584 24.2546 24.2485 24.2662 24.2157
Moving Average Filter 26.0154 26.0118 26.0053 26.0174 25.9632
Sgolay Filter 56.9968 53.366 51.4261 49.2161 45.9479
Iterative Filter Pass 2 56.5199 56.4297 56.0832 55.557 54.1704
Iterative Filter Pass 3 57.7443 57.7194 57.631 57.5334 57.0862
Iterative Filter Pass 4 58.846 58.8205 58.7092 58.5671 57.9804

Table -2 Comparison of filtersbased on RM SE

Filters RMSE NormRMSE CV(RMSE)
Butterworth Filter 22.37484972 0.020706 0.023317
Median Filter 19.15003394 0.130539 0.019992

firl Filter 21.09264801 0.022098 0.021981
Gaussian Filter 58.76223277 0.050029 0.061338
Moving Average Filter 47.97395127 0.047232 0.050072
Sgolay Filter 2.282235746 0.007386 0.002377
Iterative Filter Pass 2 3.346953839 0.011194 0.003486
Iterative Filter Pass 3 4.481852296 0.015492 0.004669
Iterative Filter Pass 4 5.478083607 0.019296 0.005706
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Table-3 Comparison of filtersbased on Minima, Maxima, Mean and Median

Filters Min Max Mean Median
Oiginal Signal 895 1216 960 955
Sgolay Filter 899 1208 960 955.1
Iterative Filter Pass 2 901 1200 960 955
Iterative Filter Pass 3 903.7 1193 960 955.1
Iterative Filter Pass 4 905.1 1189 960 955.1

The experimental results show that sgolay and titerdilters gives the best results for every ¢ida. Hence
further discussion would revolve around only thiégers.

Table -3contains the values for maxima, minima, mexad median of the resultant signal after filoatfor various
signals. Data from Table -3 and figures 7-10 shiwat there is a shift in the first maxima and miniméghe resultant
signal for all the filters. But Pass 2 Iterativététi was good enough to retain the mean and megfigime original
signal.

Data from Table -1show that the Signal-to-Noiseidtagets better with every iteration. With the i&se in the
noise level, there is a considerable improvemethiénSNR. At the same time, the performance basdtecriteria
in Table -2 supports sgolay filter that gives brefierformance in terms of NormRMSE and CV (RMSE)t Be
performance of Iterative filter with Pass 2 is cargble with that of sgolay.

CONCLUSION

From the above discussion, it is clear that theatiee filter gave better results in case of nasyironments when
compared to all other filters. But the major drawlbas that the first wave is battered after filtoat To avoid

erroneous outcomes due to this issue, the windewbeachosen in such a way that it excludes theviese. It is

also seen that the root mean square error increassglerably with iteration. Hence, in the tradiebetween better
SNR and least RMSE, a proper value for iteratiomtbebe chosen that gives the optimum result.
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