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ABSTRACT

Securing code dissemination is essential for mangial military applications. Suppose the nodes deployed in
the military areas, the border sensor nodes arentioge sensitive nodes. The border sensor nodestoeda some
special tasks compared to other intermediate semsales. So the code dissemination to be sent todhder
nodes will be different from that of intermediatadas. Thus, the code dissemination that needs seibeto the
border sensor nodes should be highly confidenfldde confidentiality of this code dissemination aanbe
compromised at any cost, hence Key managemendgasaal important issue. A protocol is developeddourely
send the code dissemination to the border sensteswia intermediate nodes. The Protocol is impleettusing
nesC on TinyOS platform and evaluated the perfooman
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INTRODUCTION

After the deployment of WSN, updating the progranage for sensor nodes is subsequently essentmbtade
new functionalities and for bug fixes [1][3][14]e&urity in wireless sensor networks has an incnggdemand for
monitoring application in military and civilian ogions. Updating the program image securely isenimportant
especially for military service applications [4]]13For example, in environmental monitoring applicas
adversary should not gain any information about ibe/ program image transmitted to sensor nodes dimc
wireless broadcast medium an attacker can eagigtiror corrupt the packet. It is essential that pvevide
authenticity, confidentiality, data freshness, onlg for the code dissemination.

Suppose the nodes are deployed in the militarysaffeader areas) where the sensor nodes are thgiwemodes.
The border sensor nodes need to do some spedial tcampared to other intermediate sensor nodethé&oode
dissemination to the border nodes will be differgain the other nodes. In our project we develaophotocol to
securely send the code dissemination based omth¢idn of the sensor nodes. The code dissemindtaimeeds
to be sent to the border sensor nodes is highljidmmtial. Since the dissemination need to be serthe border
sensor nodes over the network, there is a poggiltilat a malicious nodes try to modify the datingesent for

their benefit. Main objective is to present an @éfnt, confidential network programming scheme lordered

wireless sensor networks. In our scheme, we fotlastributed approach which consists of one bag@atagroup

heads and border sensor nodes. Base station dithdegrogram image into packets and sends it togtbep

heads, which in turn sends the packets to senst@sno

Existing network reprogramming protocols employs Beluge [2], Program image is divided into seaépages
and a page into series of packets. To authenttbatsender of the code, hashing is applied onastepage as in
[7] and hashed value is attached to the previog® p@his process is applied recursively until thstfpage is
found. Current research efforts on secure netwoognamming protocols hash the last packet [6], thitach the
hashed value to the second last packet. This psdseapplied recursively until the first packetréached. After
that, the first packet is signed with the privagy lof the base station. Each sensor node will hawerify the first

packet with the public key and then authenticatehgecket by the hashed value sent with the previme. Deng
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et al [4] proposed employing a Merkle tree instehdecursive hashing for packet authentication.seEheesearch
efforts all employ digital signature to sign thesfipacket with the private key of the base statiimere are two
problems with this approach. First, signature vemifon can incur significant computation overhepadrticularly
power consumption in sensor nodes. Second, eitregos nodes are required to memorize the digitalagure
from the base station, or these schemes are comstréo one-hop program propagation because sersies
cannot generate a digital signature themselvehi@base station for further propagation in multprezenario.
Lanigan et al[5] have some minor enhancements oit&kby exploiting symmetric cryptography, but seve
issues have not been fully addressed for multishejpvork programming such as power consumption, irholb
support and the impact of an adversary. All tbheva protocols provide authentication and integdfythe
network programming, but none of them provide oaderitiality. In confidential deluge [8] and [11] &ots
proposed a confidential and DOS resistant protaihg digital signature. But signature verificatiorcurs
computational overhead and additional power consiompn sensor nodes. Authors of [10] develop secu
program dissemination protocol for clustered wissleensor networks. This scheme uses Broadcasgpéoar[9]
and provides confidentiality, authentication, angb@rity and also is resilient to node compromisack.

NETWORK MODEL ASSUMPTION

In our proposed system, we are assuming a distdtbWireless Sensor Networks with one Base station
communicating with the Border Sensor Nodes. The Isétion is of higher computation ability and riohresource
compared to border nodes. Border nodes have higiraputation abilities and rich in resource companedther
sensor nodes which are resource constrained. Tée $tation sends the information to the intermediaides.
These intermediate nodes route the messages tpahp heads. Group-head in turn disseminates foeniation to

the other border sensor nodes. Border nodes are vatnerable to malicious attacks.

SECURE CODE DISSEMINATION PROTOCOL

This paper considers a set S of N sensor nogeg s. ., §. This set contains intermediate nodes, as welloader
nodes. The border nodes are divided into sever#laast groups and for each group there is a ghmgr. A secret
key is also generated among the border sensor modegroup head. Shortest path is calculated frase Istation to
group heads via intermediate nodes. Through thesemediate nodes, the packets are routed frorhake station
to the group heads. . The program image is dividexpackets, each containing suitable headertiaildr. The
group head further decrypts the packet, encrygsithgain using the secret key and sends them taotider nodes
in its group.

Procedurefor Secure Code Dissemination

Initialization: Base station, group heads and 8ensdes are stored with a pre deployment key.

Secure group key is constructed among the dynaimicahstructed group key using group key protod@l|

Base station sends the ADV message to all the riadestwork.

Sensor nodes willing to receive the code dissenoinatnds the REQ message back to sensor nodes.

While receiving the REQ message base station atsards the shortest path information from the sensdes.

Base station computes the hash using the pre depluykey.

Base station prepares the packet and unicasbitedop intermediate node.

Intermediate node in turn forwards it to next hop ghe same continues until the group head is sghch

Once the packet reaches the group head, the greag Hecrypts the key, encrypts with group key and

broadcast to the border nodes.

9. The border nodes after receiving the nodes, dextiyein and compute the hash on the packet withaheof a
predeployed key.

10.1f the computed hash and the received hash are s@mehe packet is stored otherwise discardedsands the
NACK message to the Base station. Base statiorr@géind the packet.

11.Border nodes can construct the program image dhtieegpackets are received.

ONoO~WNE

SIMULATION DETAILS

The scheme is implemented in Tiny OS platform [IHje code is written in NesC language and is tested
TOSSIM simulator. In this scheme we have a gridexfsor motes which are distributed randomly, whexéhave
one base station, a few intermediate nodes ancebomwtes. All the border nodes are three to foyr distance
away from the base station. The number of borddesaepends on the total number of nodes. Suppesave N
nodes, at least N/4 nodes are considered as thdertoodes. All the border nodes are divided intesd multicast
groups depending on the location. Each multicestig has a group head"” 8ensor node is always considered to
be the trusted Base station. The border nodesrargped based on the consecutiveness of their ragleHence
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every group’s starting node is considered as tbemghead. For example: Suppose N=40, then netwankists of
0™ node as base statidfigure 1 sho's the sensor node deployment and Figure 2 shovexample of formation ¢
multicast group and selection of group h' Set of node IDsZ43, 10, 26, 23, 36} form one multicast group, wh
node ID 23 being the group hea&imilarly set of nodes IDs {4, 8, 19, 12, 16} form multicast group with 7 bel
the group head and set of node IDs {15, 6, 1, 0328} with 15 as the group head. Figure 3 st the transmission
of packets to group head over intermediate naFigure 4 shows the transmission ockets from group head to
border nodes.

In this section the discussion tite code blocks for finding the shortest path,a@gicommunication messages ¢
from base station to intermediate nodes and fraerimediate nodes to sensor no
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Fig.3 Communication between I nter mediate node to group head
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Fig.4 Communication between group head to border nodes

Configuration
The following is the configuration of our compone
Configuration Ring

{
}
implementation
{
components Main, RingM, TimerC, GenericComm as CoiredsC
Main.StdControl > RingM.StdContro
Main.StdControl> Comm
Main.StdControl> TimerC
RingM.Timer> TimerC.Timer[unique("Timer")
RingM.SendMsg> Comm.SendMsg[AM_SIMPLEMSC
RingM.ReceiveMsg> Comm.ReceiveMsg[AM_SIMPLEMSC
RingM.Leds -> LedsC;
}
Module
Some of the existing modulasd interfacecof TinyOS used in theanplementation of the scheme is as follc
module RingM
{
provides interface StdContr
uses interface SendMsg;
uses interface ReceiveM
uses interface Timer;
uses interface Leds;
}
implementation
{

/[Here code is written fordy generation, keyomputation, code disseminationSending and receiving the d:

}

Packet For mat

Base station has the binary program image. Thedfitlee program image can be varied. This programgienis
divided into packets as per the deluge protocobunimplementation each packet consists of 48 I data. The
packet format is shown below.

The first byte of the packet is dedicated to inthidhe address of the sender that is source ad@®sexample: 0 il
case of base station. Second byte is red for the sequence number of the packet. Lengtheofictual data in tr
packet is stored at the Byte. 6:" byte consists of the index value of the key from subset of the key po
associated with that particular destination™ byte consists ofhe node ID of the intended destination. Sequ
number, index value, destinatiamd the length are not encrypisince,at the receiver before decrypting the
the node need to, retrieve the kegrify the sourct destination and also check for dinption of the packet." byte
to 50" byte is used for storing the encrypted data. Fra* byte to 61 byte encrypted Hashed value of the dat
stored. In the implementation, while sending abpaekets are copied to the AM sampling messagepe 50.
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Table -1 Packet Format

Source Sequence Encrypted hash | Index value of the Intended
address number Encrypted data value key Destination node ID| Length
1lbyte lbyte 48bytes 11bytes 1byte lbyte 1byte

Integrity Authentication and Confidentiality

In order to enforce error control and check thegdnty of the packet, SHA1 is applied on the pagllad each

packet. . SHAL takes variable length input with mmaxm length of less than 264 bits and gives an utugb 160

bits message digest. In this scheme as we use48nbytes data or payload so only first 11 byte adthvalue is of
concern. After computing the hash it is stored fiabst byte to 61st byte of the sending packetashing is done
at base station. At the receiving side both groe@dhand border sensor nodes apply SHA1 to compasie ¢n the
received data and compared.

For purpose of providing authentication and conftadity RC5 32/12/16 is used for encryption andrgption. 32
bit block of data is encrypted at a time using 16it&keys and 12 rounds of operation. The outp®&2idits cipher
texts, stored at 3rd byte to 63rd byte. Two rousfd&ncryption one for 32 byte of data and anotloerést 16 byte
of data along with 13 byte hashed value with appdrakros are performed. RC5 involves Key exparaligorithm

for enhancing the 16 keys to 36 keys. Two keysumed in each round of encryption with other twoduer

addition operation not a part of the encryption.

Shortest Path Calculation
In this phase a simple ADV packet is broadcastealltthe nodes in the network by the base stafitwe. time taken
to receive the REQ packet from each node is detexuinby base and stored. These variables are cechpad the
node which receives in shortest time is decideletdhe first intermediate node in the path. Thés tiode again
broadcasts a ADV packet to other nodes in the métteodetermine the next node in the path. Theofalhg code
shows how shortest time is calculated
void mst()
{ t1=clock();

if((call SendMsg.send(TOS_BCAST_ADDR, sizeof(msgta), &msgc)) != SUCCESS)

dbg(DBG_USR1, "SEND MSG FAIL\n");

}
}
event TOS_MsgPtr ReceiveMsg.receive(TOS_MsgPtr m)
{ t2=clock();
node[TOS_LOCAL_ADDRESS].val=t2-t1;
/I further code
}
event result_t Timer.fired()
{ min= node[1].val;
for(i=2;i<NODEZL;i++)
{ if(i%4'=0)

if(node[i].val<min)
{ min=node]i].val; minNode=i; }

/I further code

}

Communication

The TinyOS provides the interface called Generic@ofor communication between the nodes. This interfa

provides the function for sending and receivingdhte. General format is
SendMsg.send(destinationID,sizeofData,poiriBata);

. destinationID : ID of the receiver

. sizeofData : Size of the actual data to be sehytes.

. pointerToData: Pointer to the buffer where datadpied for sending.

Base station broadcasts the ADV packets to alhtites using following code

void mst()
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{
t1=clock();
if((call SendMsg.send(TOS_BCAST_ADDR, sizeof(msgta), &msgc))!= SUCCESS)
{
dbg(DBG_USR1, "SEND MSG FAIL\n");
}
}
Base station sends the encrypted messages tae¢hmédiate nodes using the following code:
msgb is a variable of TOS_MSG which contains thergpted data. nextminNode contains the next inégliate
node in the shortest path. Group head sends theage$o all nodes in its multicast group usingftiewing code:

task void sendkeyb()
{ if(ciknumpack*numnodesl)

if((call SendMsg.send(destl, sigesfyb.data), &msgb))!'=SUCCESS)

{
dbg(DBG_USR1, "SEND MSG FAIL\n");

else {node[dest1].flag=1; ci++; destl=dest1+4; }

PERFORMANCE ANALYSIS

To evaluate the performance Sensor nodes are daplegrying from 10 to 70 nodes and the program mize
considered from 5 KB to 25 KB. Figure 5 gives timeet taken to transmit the program image with vagysize from
5 KB to 25 KB. This shows that as program sizeeases the end to end latency also increases. Figitews the
time required for the transfer of the image of sifeKB and 20 KB from base station to the Bordensse nodes,
with varying number of nodes since increase in nemab nodes increases the number of hops in network
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CONCLUSION

This paper deals with secure program dissemindtiodistributed wireless sensor networks with mbtipping and
multicasting. Border sensor nodes are considerebetdour to five hops distance away from the baséios.
Confidentiality and integrity is achieved. Performa is evaluated for different program size and lmemof nodes.
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