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ABSTRACT

Automatic mammogram registration provides information about gradual changes in temporal mammograms.
Segmentation of landmarks such as the breast, breast skin line, and pectoral muscle are required for this process.
This paper presents a new machine learning algorithm, known as margin setting algorithm (MSA), to segment the
breast and pectoral muscle. MSA creates multiple prototypes to enclose patterns belonging to different classes. In
this research, we applied MSA to segment the breast and pectoral muscle. The performance of our algorithm is
compared with four different algorithms; neural network (NN), and three thresholding algorithms; ant colony
optimization (ACO), global, and Otsu. These algorithms were tested on 554 mammograms from 125 patients.
Subjective evaluation, by four researchers in the area of pattern recognition, was used to compare the outcomes.
MSA outperformed NN algorithm in 84.21% of the mammograms. Also, MSA outperformed the other three
algorithmsin 98.12% of the mammograms.
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INTRODUCTION

Image segmentation is the process of extractingningéul information from an image for a specificskaor
application. It partitions the image into differepbrtions or segments using different techniques3][1
Segmentation algorithms can vary from a simple éigam that uses the range of the image intensitesompute
a threshold value to a complex algorithm that zg#i various image processing tools and algorittussally, the
image type and the information needed to be exdaatetermine the segmentation method. Segmentation
algorithms can be subdivided into three categoti@®sholding, boundary detection, and region nmgrgin the
thresholding category, a threshold value is congptreseparate an object of interest from the bamkgs. Image
histogram can be used for this purpose to deternfigevalue that subdivides the image into two @asse.,
object and background classes. These two class¢sicall the pixel values that are below and ab@vkreshold
value. This algorithm is known as global threshoidivith one threshold value applied to the entinage. When
the threshold value varies in different image regid is known as local or variable thresholdingy [Ihresholding
provides good results when the object is easilassye from the background. Boundary detection ssgation
algorithms attempt to detect an object using itarfgiary. This can be done by computing the localimasm
gradient or the zero-crossing of the second devieaflgorithms such as Laplacian or Canny can $edufor this
category. In the third category, adjacent similgemsity values are combined together to mergelaimegions
and detect objects. Watershed and morphologicatithgns can be used for this purpose [1].

Segmentation is widely used in many real time aapions. This paper explores the applications gfremntation
in mammography. Mammogram segmentation is usetefion detection and landmark detection for theppse
of mammogram registration. Also, segmentation canded to remove or discard unnecessary informatioh as
background, labels, or even some breast tissuesoh® in mammograms include masses, calcificatians,
architectural distortions [4-6]. Segmentation i tbnly available tool for detecting these lesiosame
mammogram information such as breast boundaryesssnipple, and pectoral muscle can be used tisteeg
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sequence of mammograms. Image registration attetoptaap information in a series of images usings¢he
landmarks [2-3]. The focus of this paper is to sspervised machine learning algorithm for the dedacof these
landmarks as inputs for mammogram registration.

A machine learning algorithm classifies input dimtats proper class based on previous knowledgaméshfrom a
training set. This is done by determining the baures or margins that best separate the classedsioe

boundaries are defined using the points that agedo the margins. In a support vector machineBaigorithm

these points are known as support vectors. Ingaper, we present a relatively new machine learalggrithm

that is known as margin setting algorithm (MSA). M8ses prototypes to determine the decision boues§9-

12]. MSA has been applied to applications such dsicéal colours segmentation, noise estimatiomda
hyperspectral [7], [15], [17-18]. Recently, a Feurbased MSA was proposed to recognize the shaee,mose,
and location of a target in a scene [13]. MSA appéa provide better results for classifying noaln patterns
compared with other machine learning algorithmshsag SVM and neural network (NN) [17-18].

MARGIN SETTING ALGORITHM

Margin setting algorithm (MSA) is considered as achine-learning algorithm. A machine-learning aitjon
consists of two phases: learning and classificafidre learning phase uses a set of input pattertisavknown
class (training dataset). In this phase, featuneb &s length, shape, colour, or intensity valaes,extracted from
each pattern. Only the features that classify titeepns to their classes are selected. Decisiondary is defined
between patterns of different classes. The decismmdaries are used in the classification phassdassify the
testing patterns to their corresponding classesetWd machine learning algorithm is designed to segran
object in a gray scale image, the input featureg b@athe intensity values and the output classeshar object and
background. MSA creates number of prototypes ofmabdistribution to compute the decision boundaries

TRAINING PHASE - PARTITION PROCESS

The partition process starts by subdividing thegiodl training set, S, into number of smaller subs&his is
mainly done to search for a prototype for each subEhe subsets should not overlap and should dtreeentire
set as given in the following equation:
s=Us (1)
| >
where S is a non-empty subset arf§l () SJ. =0 for i # j. For each subset, a prototypeds generateds has a

decision boundary that is identified by a radiud arcentreG is defined as:
G={(d,r,n,) 1<sk<M, 1< m< P} )

J, andr, are the center and radius of G, respectivélyis the class label with P total number of clasaes, M is

the number of prototypes that belong to cld@gs. In the beginningN random points are selected as initial

prototypes. The random prototypes are selectedmitie same range of the points in the trainingusaig normal
distribution. The Euclidean distance between eaotopy/pe and the points in the training set is coteg. Fig. 1 a)
shows a training set of two classes, class andctams sets, with 10 points for the class set treashown as red **
symbol and 10 points for the non-class set thashosvn as blue '+ symbol. Four prototypes arenshas cyan ‘o’
symbol.

TRAINING PHASE - EVOLUTION PROCESS

The evolution process computes the optimal protgypsing the initial ones constructed during theiten

process. Prototypes with a minimum distance toiatpo the class set and of maximized zero-marguhius are
considered as potential prototypes. Zero-margitkeifined as the distance from the centre of theopype to the
closest non-class point. In Fig. 1 a), only twotptgpes satisfy these conditions and consideregadsntial

prototypes for mutation 0 as seen in Fig. 1 b). @ist¢ance between each potential prototype andldsest class
point and the zero-margin radius are shown in Fil). Figure of merit is defined as the numberahts from the
class set around a potential prototype that arkimnvihe zero-margin radius. Figure of merit is aam@ement of
true positive rate for a given prototype. Each gtyyie has its own figure of merit. The figure ofriteefor the two
prototypes given in Fig. 1 b) are enclosed by graseh purple hyper-planes and are equal to 3 anelsfectively.

. ) L . - MF .
The maximum value for the figure of merit is calldte generational characteristic value, m. A potential

prototype with MF, is considered as the best prototype.
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Fig. 1 a) Constructing initial prototypes, and b) potential prototypeswith their corresponding figure of merits

If the potential prototypes for the zero mutatianrabt cover all the points within the class se¢ntla new mutatio
is started to compute new prototypes for the usdiag points. The magnitude of the new mutatiocomputed as:

T =eau (3)
where £ is a random sign symbaoy UJ[0,1], and ¢/ is the maximum perturbation that is computet
: Mx+Mn
Mx+9,, if §>———
U= 2 (4)
0, otherwise

k1
Mx andMn are the maximum and minimum values in the trairseyg respectively. The potential prototypes for
new mutation are computed using the eque

an = 5!(0 tr (5)
where N, is the random points for first mutation ad,, is the centref a potential prototype in mutation 0 tha
chosen as:

k-1 k
f,<¢s ) f, (6)
b=1 b=1
¢ is arandom numbér[0,1]and f, is the normalized figure of merit computed as:
Fm'
= (7

m " gm
2. Fa
mi=1
gm is the total number of potential prototypes forigeg mutation. The mutation process is continuetil ai

points in the class set are trained using a peatieptdtotype or when the maximum number of mutai(MM) is
reached. There BIG number of gnerations for the training phase and for each geioer there isMM mutation.
The same procedure can be carried out to seletitppes for the nc-class set.

Classification Phase
During the classification phase the Euclidean distabetween thselected prototypes and all the points in

testing sef] ={y1, Vor ....,yi}, is computed )}, is a point from the testing set and it is assigiethe class wit|
the smallest Euclidean distance.

M SA for Image Segmentation

Fig. 2 graphs MSA for image segmentation. The steps imalin the algorithm caibe summarized as the
following:

Step 1, Construction of the training set: Select M random points from the test image to cansthe training se

t={x, fori=1toM}. tis a -D vector with intensity values that are correspogdio both object an
background classes.
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Step 2, Construction of initial prototypes: Create the initial prototypes within the trainirgf sntensity range ar
using normadlistribution. The initial prototypes are representeathematically using Equation (

Step 3, Select potential prototypes from initial prototypes: Examine each prototype to select the potel
prototypes of minimum Euclidean distance to theeobpoins and of maximized zenmargin radius.

Step 4, Select final prototype for current mutation: Compute the figure of merit for each potential ptgpe. The

prototype withMF | is selected as the final prototype for a given riore

Step 5, Mutation to N points: Mutate J, of prototype G using Equation (5).

Step 6, Comparison: Repeat Steps 2 through 5 until all the trainingnpoiare trained or when the maximi
number of mutationsMM, is reached. Based on experimental resMM=20 provided good outcome for o
dataset.

Step 7, Start new generation: If at least one point in the training set is natssified, then start a new general
and reset the mutation to mutatior

Step 8, Stop condition: Proceed to the classification step if all the pwiimt the training set are classified or wi
the maximum generatioMG, is reached. Based on experimental resMG=20 provided good outcome for o
dataset.

Step 9, Object classification: Classify each pixel in the imag y,, to its corresponding class using the se

prototypes.y; is considered as object point if it has minimum liéigan distance within the ze-margin radius.
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1
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Fig. 2 M SA for image segmentation
RESULTSAND DISCUSSION

Dataset

The segmentation algorithm is implemented on 53Ufield digital mammography images for 125 patenthe
mammograms are of CC and MLO views. The pectorataleusegmentation algorithm implemented on the
mammograms with MLO views only, with total numbér284 mammograms. Four mammograms with MLO v
have no pectoral muscle and eliminated from pettotscle segmentation evaluation step. The dataseprivate
one provided by two radlogists who perform screening mammography in US# Europe. The two radiologis
provided the annotation for their datasets. Allligreant cases are biopsy proven. Of the cases, d@ wf
malignant nature; four cases have lesions of diffeshapesseven with masses, eight with calcifications, tt
with architectural distortions, fourteen with asyetnc densities, and four with asymmetric densitasd
architectural distortions. The cancer free casesisb of 39 normal cases, three cases withses, 41 cases with
calcifications, one case with architectural distort and one case with asymmetric density. Thesgatacludec
two cases with implants. The density distribution the cases is determined usin¢-RADS classification. 36 ¢
the case are almost fatty, 26 are with scattered fibrodidar tissue, 45 are heterogeneously dense, arate
extremely dense.
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Experimental Results

MSA algorithm is used to separate the breast frieenbiackground in the full field digital mammographyages.
During the training phase of MSA algorithm, the ida&an boundaries are computed using intensity \val&andom
points from the object and the background are sadlefor that purpose. The object is defined adiieast and the
rest of the image information is the backgroundp@bhts have been shown as a sufficient numbeegonent the
object regardless of its degree of non-uniformitg.the background is more uniform, fewer points rreeded. In
the classification phase, the breast is classifi@dg the computed decision boundaries. All therisity values in
the mammogram are the input for the classificagibase. A post-processing operation using a medtan df size
5x5 is used to remove impulse noise. MSA perforreaig subjectively compared with NN and several
thresholding algorithms: ACO, global, and Otsu [[d], [16], [19]. The input images for each algbnt are
DICOM format of raw data and of size approxima#0p0x3328. NN algorithm uses the same trainingtasting
data points used for the MSA algorithm. For theeshiolding techniques, high intensity values, 15%thef
maximum intensity values for each mammogram, amgoxeed to reduce the variation in the gray scalellewnd
increase the accuracy of the segmentation stefpmias approach is applied for the detection oftpeal muscle.
Again, the problem involves two classes; the pattatuscle region and background classes. The backdrclass
consists of the rest of the breast region, i.egempehymal fatty tissues and the mammogram backgkoun

First, MSA is compared with ACO, global, and Ot$uesholding. The subjective evaluation is done dwyr f
experts in the area of pattern recognition usind &tftware. One expert is the developer of the rtlgm. The
other three experts are a Ph.D. and two Ph.D. dates. The segmented images are positioned randanthe
GUI with no title and are shown side by side onghme page. The order of the segmented imagesisisied so
they would not appear at the same position foredéfiit cases. The experts compared them with thggnati
mammogram to determine which method provided betsults. Table 1 and 2 show the results of sulbgct
evaluation for breast segmentation in MLO and C&wé, respectively. Note that when at least two ritlgms
provided similar results the output was considdoetle the same. Fig. 3 shows the results of bssghentation
using the different thresholding techniques and MBA four different mammograms. MSA performance was
superior in comparison to the other thresholdirgpathms. As the breast density decreases, it baa hoted that
Otsu and global thresholding failed to detect tigyftissues within the parenchyma. When the mamamdas a
gradual change in the gray scale level with noslegiges that separate the background from thelisiinACO
failed to detect the skin line and the fatty regli@hind it.

Table -1 Subjective Evaluation of Breast Segmentation in MLO View using Four Algorithms

Resear cher\Algorithm ACO Glaobal MSA Otsu Same
Developer 0 0 268 0 16
Ph.D. Professor 17 6 254 3 4
Ph.D. Candidate 1 6 2 268 2 6
Ph.D. Candidate 2 2 1 273 0 8
Average 6 2 266 1 9

Table -2 Subjective Evaluation of Breast Segmentation in CC View using Four Algorithms

Resear cher\Algorithm ACO Glaobal MSA Otsu Same
Developer 0 0 257 0 13

Ph.D. Professor 0 0 258 1 11
Average 0 0 257 1 12

Table -3 Subjective Evaluation of Breast Segmentation in MLO View using M SA and NN

ResearchenAlgorithm MSA NN Same
Developer 77 15 192
Ph.D. Professor 65 31 188

Ph.D. Candidate 1 140 19 125
Average 94 22 168

Table -4 Subjective Evaluation of Breast Segmentation in CC View using M SA and NN

Researcher\Algorithm MSA NN Same
Developer 133 8 129
Ph.D. Professor 128 31 111
Average 130 20 120
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Fig. 3 Breast segmentation, a) original mammogram, b) ACO, c) global, d) MSA, and €) Otsu thresholding, respectively

Fig. 4 Breast segmentation in ML O view for three mammogram, a) original mammogram, b) MSA, and c) NN, respectively
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To overcome the big difference in performance betwdSA and the thresholding techniques, MSA ouip!
compared with NN output. The outputs of the congmriare given Tables 3 and 4 for MLO and CC vie
respectively. Fig. 4 displays the segmented It using MSA and NN algorithms for three mammogramith
MLO view. NN detected the breast in most casesdiinot provide smooth edges, especially when teadi is
not well separable from the background with nobléisharp edge. Also, it did not prde good segmentation for
almost fatty breasts. On the other hand, MSA preditietter segmentation for the breast regardlesiseobreas
type. Detection of the nipple when it is shown fe tprofile was also not fully accomplished by NNaithm.
MSA algorithm provided better results in detecting thepie, even when it is with small intensity valubattare
close to the background intensity val

For pectoral muscle segmentation, the segmentedesnasing ACO, global, MSA, and Otsu are subjety
evaluated to determine which algorithm providecettdy result in isolating the pectoral muscle fribra rest of the
mammogram information. A protocol similar to theeamsed in evaluating the breast segmentation ikegjpipere.
The results are givemiTable 5. Fig. 5 illustrates the results of thgnsented images using ACO, global, MS
and Otsu, respectively, for four mammograms. Thegpmance of MSA algorithm in detecting the peat
muscle highly depends on the breast type, i.e.pstiifatty scattered fibroglandular, heterogeneously densg
extreme dense. When the breast type is almost fattfibroglandular tissue, then the parenchymaduts is
completely separable from the pectoral musclehis ¢ase, MSA provided excellent resuAlso, MSA provided
good results for heterogeneously dense breasts.ciiibenge is the extreme dense breast in whichbtkast
mostly consists of fibroglandular tissue and itniet separable from the pectoral muscle. Comparimg
performance of the o#én three algorithms, i.e., ACO, global, and Otsudétecting the pectoral muscle illustra
that Otsu provided better segmentation followed digbal and then ACO. The three algorithms provi
acceptable results for mammograms of scatteredodlanduar and heterogeneously dense breasts.
corresponding mammogram has parencyhmal tissueighatll separable from the pectoral muscle witttyf
tissue in the region between the pectoral musatkepamenchymal tissue. However, the three algorithmsided
bad detection of pectoral muscle when the bregmst tg extreme dense or almost fatty. When the btgps is
almost fatty, lots of fatty tissues are falselyadbted as part of pectoral mus

Fig. 5 Separation of pectoral muscle from the rest of breast tissues and background, a) original mammogram, b) ACO, c) global, d) MSA,
and e) Otsu thresholding, respectively
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Table -5 Subjective Evaluation of Pectoral Muscle Detection in ML O using Four Different Algorithms

Researcher\Algorithm ACO Global MSA OtsL Same
Developer 2 5 120 36 117
Ph.D. Professor 4 10 105 44 117
Ph.D. Candidate 1 16 24 155 71 14
Ph.D. Candidate 2 5 5 132 52 86
Average 7 11 128 51 83

MSA for pectoral muscle segmentation is also comgavith NN algorithm. The results of subjective lexadion
are given in Table 6. NN algorithm provides goodreentation results for almost fatty breast typeswelver, for
scattered fibroglandular breastke fibroglandular tissue located next to thetmet muscle are falsely detected
pectoral muscle as seen in Fig. 6. Also, NN didprovide good detecticfor extreme dense breast tyg

Table -6 Subjective Evaluation Pectoral Muscle Detection in MLO using MSA and NN

Research)\Algorithm MSA NN Sami
Develope 92 55 133
Ph.D. Professi 53 78 149
Average¢ 73 66 141

\ \
Fig. 6 Pectoral muscle segmentation using M SA and NN
CONCLUSION

A machine learning algorithm to detect the breast pectoral muscle is presented. This algorithkn®swn as the
margin setting algorithm (MSA). MSA is a relativelyew supervised algorithm that utilizes prototypes
determine decision boundaries theest separate nonlinear input patterns. We tedtedatgorithm on 55
mammograms for MLO and CC views from 125 patieft®e algorithm performance has been compared with
algorithms; neural network, ant colony optimizatigfobal, and Otsu threshong. For the detection of breast, 1
new algorithm provided better results for 84.21%h& mammograms compared with 15.79% for NN algorit
For the detection and separation of the pectoraafeufrom the rest of the breast tissues, MSA pledibette
results for 52.52% compared with 47.48% for NN ailpon. Also, MSA accuracy was 64.97% compared \
3.55%, 5.85%, and 25.89% for ACO, global, and Gitsesholding, respectively
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