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ABSTRACT

This paper is an effort to present a cutting edgéiew and comparative analysis of four swarm badgdrithms.
The evolutionary algorithms are stochastic methtidst take inspirations from the biological systearssocial
behavior of the species. The work presented heaecamparison of the algorithms on the basis ofittmh quality;
times elapsed and success rate while keeping maxiitewation and population size same for all algioms. The
algorithms which are compared in this work are Gtatonal Search Algorithm, Cuckoo Search algorithm
Particle swarm optimization and Genetic algorithBach algorithm is presented with pseudo code amd fthart
to facilitate the researchers and practitioners.special attention is thrown to felicitate and explahe unique
features of the algorithms in the sections. All #igorithms are applied on benchmark functions silcthe
multimodal function to exhibit the efficacy and swaints while choosing between global and locéirop.

Key words. Evolutionary algorithms, gravitational search altfon, crossover, mutation, particle swarm
optimization

INTRODUCTION

In optimization the problem is specified by a sfiecset of n parameterfx,, x,, x5 ... ... x,} and an objective
function f(x), which is also called fitness fungtioThe basic gradient method related with the op#ttion is first
found by Newton where the complex optimization peafis are dealt with the gradient method. The mgifall of
this approach was immersed as the conditions inthoseobjective function to be differentiable andtiouous
one.
A A A
c=2L A AL (1)

Axq Ax, Axy

It is clear from the above equation shows thathéd timited knowledge is exist for the objective dtion; the
researcher has no choice left rather than impartéwg solution methodology like evolutionary algbnits. An acute
need of population based strategies is requiredusecsingle point-to-point searches are genenaflyfiiciently
robust to overcome local pathologies. Evolutionalyorithms are a class of optimization problemsclhiails
inspiration from the social behaviour of swarmsa@es and the theory of natural evolutions [1].é&blutionary
algorithms are characterized by their differentrapms and their behavioural differences but commiributes in
the algorithms are the stochastic behaviour, ranseanch and selection [2]. To understand the bebawf natural
species like how ants find the shortest route sowce of food and how birds are able to migrateetoote places
and find their destination. The behaviour of suglctes is guided by learning, adaptation and eiolUB-5] later
on this term is called as a social intelligence.nimic the efficient behaviour of these speciesiotss researchers
have developed computational systems that seelafasrobust solutions to complex optimization peais. The
first evolutionary-based technique introduced ie therature was the genetic algorithms (GAs) [BJAs was
developed based on the Darwinian principle of tharvival of the fittest’ and the natural processewoblution
through reproduction. GAs may require long progessime for a near optimum solution to evolve. Alsot all
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problems lend themselves well to a solution withsG@]. An attempt is made to improve the perfornreaatGA in
terms of processing time and solution quality dmabé are reported in the literature [7-8]. Wonglaised genetic/
simulated annealing approach for solving the ecaoadaoad dispatch problem [9]. Chanan singh et adusvo
functions death penalty and penalty function tchffigvith premature convergence of GA and processimg
procedure was named as atavistic genetic algofitidin

In addition with the experiments with the GAs in959Particle swarm optimization (PSO) algorithm oréadly
developed by Kennedy and Eberhart [11], which wesiadion of social behaviour of flocks of birds aszhools of
fish. Similar to GAs, the PSO is also an optimibased on population. Further bacterial foragingt émlony
optimization and Artificial Bee colony methods ateveloped by various researchers to address thHaepnoof
continuous and discrete optimization. The orgaiopabf the paper is as follows in section Il, lihda 1V brief
details of various operators and stage associatbdhe GA, PSO, CSA and GSA. Section V presemsraparison
of the algorithms while a bench mark function issén for recite the comparison.

GENETIC ALGORITHM

The Genetic Algorithm is a global search technifpresolving optimization problems firstly developbg Holland
in 1975, which is based on the theory of naturééciion, the process that drives biological evalnti GA has
proved to be a very effective and proficient toot bperation and control of power system and otienplex
control systems. Genetic algorithm is based on éaw Theory, survival of the fittest principle. T@rform the
optimization process, the GA employs three opesatmmpromulgate its population from one generatmanother.
The first operator is the “Selection” operator thaitmics the principal of “Survival of the FittestThe second
operator is the “Crossover” operator, which mimroating in natural populations [6]. The crossoveeragor
propagates features of good ongoing designs frarctinrent population into the potential populatiaich will

have better fitness value on average. The lastatgers “Mutation”, which promotes miscellany in gpadation
distinctiveness. The mutation operator allows flobgl search of the design space and preventdgbetam from

getting fascinated in local minima. Fig. 1 shows tiasic building blocks of evolution process.
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Fig.1 Basic Building blocks of Evolutionary algorithms

PARTICLE SWARM OPTIMIZATION

PSO is a kind of heuristic optimization algorithritsis motivated from simulating certain simplifieshimal social
behaviours such as bird flocking, and is first egd by Kennedy and Eberhart in (R.ebehart,1998) [Lis an
iterative, population-based process. The partiees described by their two instinct properties: ifims and
velocity. The position of each particle represemfsoint in the parameter space, which a possiligiso of the
optimization problem and the velocity is used tarafe the arrangement.

Vi(jk+l) = Vilj +c,r (FTJ - ><i;_<)+czr2 (ng - x:) (2)
k+1) _ _k K+1
X = vy 3)
i=123....N, j=123.....Np
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Where Np is the number of particles in the popalati\; is the number of variables of the problem (i.en@hsion
of a particle);v}} is the |' coordinate component of the velocity of thefdarticle at iteration kp; is the i
coordinate component of the best position recotoledhe " particle during the previous iteration; is the "
coordinate component of the best position of tlebal best particle in the swarm, which is markeobby}} is the

j™ coordinate component of the current position afipie i at the K iteration;w is the inertia weightc,, ¢, are the
acceleration coefficients,, r, are the uniformly distributed random values betw@eand 1.
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Fig. 2 Anatomy of particle

CUCKOO SEARCH ALGORITHM

The CSA is introduced by yang and Deb in 2009 [3R-The CS was inspired by compel brood parasitism
cuckoo species by laying their eggs in the nestwsf birds. Some cuckoos have evolved in suchyathed female
scrounging cuckoos can reproduce or rather imitegecolors and patterns of the eggs of a few chbsshspecies.
This reduces the probability of the eggs being dbaad. Yang and dev also suggested in their rasehat levy
flights is useful for improve solution quality bdes on random walk method. A Levy flight is a ramdevalk in
which the step-lengths are distributed accordingatbeavy-tailed probability distribution. Each eiyga nest
represents a solution .the objective it to emplogdyquality solution in the nest and replace theki&h are not so
good solution. The algorithm based on three idedliaile:

» Each Cuckoo laid one egg only, and dumps the eggamdomly chosen nest.

» The best nest (with quality solutions) will carryen the next generation.

» The number of available nest is fixed and a hostidantify an alien egg with probability, F0, 1].
Based on the foresaid rules while generating néuwtisos

x™ =x"+a0Levy(A) @)

Wherea>0 is the step size, in this work it is taken 1.&am walk is a markov chain whose next locationepeahds
on the current location (the first term in aboveatepn) and the probability of the transition.

Primary observations about algorithm develop aes@&fisesemblance with hill climbing in combinatiaith some
large scale randomization. However the algorithna ipopulation based algorithm similar to GA and PI3®
randomization of the patterns is done in a moréciefft way as the step length is heavy tailed. dijirthe
parameters to be tuned is less than GA and PSQhEse reasons the Cuckoo search found to be easrig and
used for wide no of optimization problems.

GRAVITATIONAL SEARCH ALGORITHM

Rashedi et al anticipated a new meta-heuristicriélgo called GSA in year 2009[14-16]. A beautifuladogy
between Newton’s gravitational laws with the opfiation prototype of the era is presented in therglgn. The
postulates of the algorithm say that every partidteacts towards each other and force exerteddsstwwo objects
(agents) is proportional to the mass of the objantsinversely proportional to square of the distalnetween them.
Force causes a global movement of all objects tdsvdre objects with heavier mass. Heavier massagous to
the agent which has higher fithess values. GSA gsep four prepositions of a gravitational masspdsition,
inertial mass, gravitational mass (active and pa$sirhe position of mass is representation oflatiem and masses
are specified by fitness of a function. It is asednthat given a system with N agents in searchespggresents

solution to a problem. Equation represents spavermion and the position of the agemxﬂ'l d"dimension.
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P e xin), fori =12,......,N (5)
According to the Newton’s law of attraction the derexerted by" mass due t¢" mass at time represented by

equation(6).
M i ()< m g (1)

IO s SORED) ®)
]

Where M pi (t), M . (t) are active and passive gravitational m&4t) is gravitational constant at timendR; is
euclidian distance betweémndj agents defined by equation (7).

Rij (t)= Hxi (t). Xj (t)Hz )
Force exerted on an ageris randomly weighted sum of the forces exertethfather agents.
F'd(t) E rand; Fd( ) (8)
! jg 4 JF

Acceleration of the agent at time t in & dimension on law of motion is used directly toccadte the force. In
accordance with this law, acceleration is propoaido the force exerted and inversely proportidnahass of the
agent.

d(,[)= Fid(t)

a 9
| Mii (1) ®
Searching strategy of the algorithm is defined pgtating velocity and position at time t and in chdnsion.
vid (t + 1) =rand; x vid (t) + aid (t) (10)
d d d
X (t+1) =7 (1) + 7 (t+1) (11)

The gravitational constant G, randomly at the stgreind according time to control the search a@u@ is
exponentially decayed.

6(t) = 6(eyt) (12)

_at
Glt)=cpe T (13)
Therea is a user specified constant, t is the currengiien and T is the total number of iterations.

Maj =M pi = Mj; i=12........ N (14)

(t)— fit; (t) — worst(t)
best(t) — worst(t)
A heavy mass has a higher pull on power and moleges so at the end of iteration the masses ohtélinbe
having high on gravity and value of fitness is more
Equation (16), (17) and (18), wheiit) represent fitness value of the agent at time tleest and worst masses in

population. In order to solve optimization probleach agent is specified with the position aftehagarations the
fitness is calculated and position and velocityhaf agents are updated with each iteration eagseof

(15)

Mi(t)=Nmii (16)
Z_lmJ t)
For minimization problem
Worst(t)= ax . it i (t) a7
L. m}
bes(t f|t (18)

Dfmn
JD[EaXm f|t

Worst fl'[ ) (20)

|:'rTIII’]

For maximization problem

bes(t) = (19)
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COMPARATIVE ANALYSIS

A bench mark function with 27 variables functioncisnsidered to show the efficacy of the variousaigms to
reach the global maxima. A complex function with\Zatiables is observed in between range of x [0, 1]

f(x) =a()sin(x@) = 72)+b(i) (x(i) 102 +c(i) (20)
Function is optimized i.e. maximized in this rargeween it has three maxima in this range. To ntlag&groblem
more explicit and pragmatic the range of varialsiesdescribed as per table I and no of populati@hmaximum
iterations are kept constant for this optimizatimocess so that the true comparison can be donesfémct of
various operators immersed in solution quality. @arison of the optimization process by differemfoaithms are
observed by running the same optimization 20 tinties,standard deviation of the value of objectivection is
obtained. while running the GA performs very slgigand solution quality obtained from it is veryopoSuccess
rate of the algorithm is defined as the abilitytbé algorithm to provide potential solutions in leacn, it is
observed from here that GA lags in this case algoF& 4 shows that while observing standard diéwies in the
value of objective functions GSA and CSA perforrmast same and values of deviations obtained a&20and
0.397, surprisingly GA performs poorer with thelegt standard deviation of 2.23 as shown in Fig.h& success
rate is compared and it is comes out be highesE &k as shown in Fig. 4.
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Fig. 3 Standard deviations of objective function after 20 runs Fig.4 Success Rate of various different algorithms

Table-1 Various Coefficientsfor Objective Function

i a b c
1 0.1208 0.03109 7.099
2 2.733 0.1466 18.84
3 0.09403 -0.00061 5.322
4 -0.7725 0.03602 0.6032
5 1.085 -0.0436 8.654
6 0.005116 4.15E-06 4.293
7 0.8223 0.01611 3.272
8 -2.182 0.1099 -6.856
9 0.05325 -0.00452 5.876
10 -0.9487 0.02624 1.64
11 -6.788 0.2705 -23.07
12 -0.0872 -0.00044 4,983
13 1.775 -0.03884 8.158
14 4532 -0.1093 16.05
15 0.06301 -0.00075 5.47
16 0.9064 0.01638 3.525
17 -17.05 0.793 12.56
18 0.0945 -0.00045 5.202
19 -1.745 0.04161 0.5704
20 -2.33 0.0787 0.98
21 -0.01273 -0.00041 4.866
22 -0.3194 0.006244 3.551
23 -0.41 0.01295 2.92
24 0.08289 -0.00018 4573
25 2.522 -0.08352 12.67
26 -0.4188 0.03031 1.17
27 0.000604 -0.0001 6.802
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CONCLUSION

A Critical analysis is presented here to evalu& proficiency of the different swarm based topw@eg The
objective function chosen over here is of 27 vdeatand has complex bounds of the variable. Ob8ensareveal
that GA gives the solutions which are near the loamd upper bound, similarly the standard deviatiare also
found maximum in case of GA. The objective functisra linear polynomial the decisive evaluatiopésformed
on the basis of solution quality is performed amimparison of parametric variation is given standafor
algorithms are given in Appendix B.

APPENDIX A

Pseudo Code for a GA Procedure
Begin;
Generate random population of solutions
(Chromosomes);
For each individual & population: calculate fitness (i);
For i=1 to number of generations;
Randomly select an operation
(Crossover or mutation);
If crossover;
Select two parents at randogaind i,
Generate on offspring=icrossover (j and );
Else If mutation;
Select one chromosome i at random;
Generate an offspringsimutate (i);
End if;
Calculate the fitness of the offspring i
If i.is better than the worst chromosome then
Replace the worst chromosome Qy i
Next i;
Check if termination=true;
End;

Pseudo Code for a PSO Procedure
Begin;
Generate random population of N solutions (paeg|
For each individuald N: calculate fitness (i);
Initialize the value of the weight factor, u;
For each patrticle;
Set p Best as the best position of particle i;
If fitness (i) is better thanggs;
pBest(i)=fitness (i);
End;
Set gBest as the best fitness of all particles;
For each particle;
Calculate particle velocity according to Eq.;(1)
Update particle position according to Eq. (2);
End;
Update the value of the weight factor, u;
End;

Pseudo Code for CSA
Begin
Objective function f(x), X = (x..., %)"
Generate initial population of n host nests x (,2, ..., n)
while (t <Max Generation) or (stop criterion)
Get a cuckoo randomly by L evy flights Evaluaeyitality /fithess
Choose a nest among n (say, j) randomly
if (Fi> Fj),
Replace j by the new solution;
end
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A fraction (p) of worse nests are abandoned and new ones alte bui
Keep the best solutions(or nests with quality tiahs);
Rank the solutions and find the current best
end while
Post process results and visualization
end
APPENDIX B
a) Parameter for GA
i. Population size=50,
ii. Maximum no of generations =1000,
iii. Crossover =8e-1
iv. Mutation Probability =1e-3.
b) Parameter for PSO
i. No. of Particle=50,
ii. Inertia=0.4,
iii. Cl & C2 =2.
c) Parameter for GSA:
i. 0=20;
ii. Gg=100;
ii. N=50;
iv. Maximum Iteration = 1000;
d) Parameter for CSA:
i.  Number of nests (different solutions)=50
ii. Discovery rate of alien eggs/solutions pa=0.25;
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