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Abstract: 
There are various kinds of valuable semanticinformation about real-world entities embedded in web 

pages and databases. Extracting and integrating these entity information from the Web is of great 

significance. Comparing to traditional information extraction problems, web entity extraction needs to 

solve several new challenges to fully take advantage of the unique characteristic of the Web. In this paper, 

we introduce our recent work on statistical extraction of structured entities, named entities, entity facts and 

relations from Web. We also briefly introduce iKnoweb, an interactive knowledge mining framework for 

entity information integration. We will use two novel web applications, Microsoft Academic Search (aka 

Libra) and EntityCube, as working examples. 
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1. INTRODUCTION 

The need for meeting and sympathetic Web 

information about a real-world entity (such as a 

person or a product) is now fulfilled manually 

finished search engines. However, information 

about a single entity might appear in thousands of 

Web Pages. Even if a hunt engine could find all the 

pertinent Web pages about an entity, the user would 

need to sift finished all these pages to get a 

complete view of the entity. Around basic 

understanding of the construction then the 

semantics of the web pages could significantly 

improve people’s glancing and probing experience.  

In this paper, we will thoughtful the new results 

then trends in web entity elimination, in the Setting 

of two Original web applications. 

1.1 Motivating Example 

Originated our entity elimination then search 

technologies, We have been emerging entity search 

engines to Make précises of web entities from 

billions of public web pages and to allow for 

exploration of their relations. Exactly, we deployed. 

Entity Cube An routinely generate entity 

relationship graph based on knowledge extracted 

from billions of web pages. The objects then their 

relationships in Object Cube then Libra are 

mechanically excavated from billions of skulked 

web pages and combined with current organized 

information from gratified breadwinners. For each 

skulked web page, we extract entity information 

then notice relationships, cover a range of everyday 

persons and well-known people, locations, and 

organizations. Underneath we list the key features 

of object search engines: 

1.1.1 Entity Retrieval:  

Entity search trains can return ranked list of 

entities greatest pertinent for a user query.  

1.1.2 Prominence Ranking:  

RESEARCH ARTICLE                                     OPEN ACCESS 
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Entity search engines detect the admiration 

of an object and allow users to peep substances in 

dissimilar categories hierarchical by their celebrity 

during a given time period.  

1.1.3 Entity Description Retrieval: 

Entity hunt engines rank text blocks after 

web pages by the likelihood of their existence the 

entity report blocks.  

The main neutral of this paper is too current 

the web object extraction problematic and to précis 

the responses for this problematic. 

Web entity extraction is different from old-

style information removal in the following ways 

1.1.4 Visual Layout:  

In a web page, here is much visual 

construction which could be actual useful in 

segmenting the web pages into a set of suitable 

nuclear rudiments in its place of a set of words and 

in classification the atomic rudiments using the 

quality names. 

1.1.5 Information Fragmentation:  

Info about single entity is dispersed in 

varied web bases, each basis may only eat a small 

piece of its info, and the arrangement of web pages 

crossways diverse data sources is very dissimilar;  

1.1.6 Knowledge Base:  
The current structured information about an 

object in the information files might be very 

valuable in eliminating knowledge after other bases 

around this object.  

 

1.1.7 Vision-based Web Entity Extraction: 

Expected a webpage, we partition the page 

at the semantic level and concept a vision-tree for 

the page version to its graphic layout  [7]. Apiece 

bulge in the vision-tree will agree to a block of 

comprehensible content in the unique page, and the 

leaf bulges are the HTML basics of the web page. 

The page building sympathetic task can be treated 

as transmission semantic labels to the nodes on 

vision-tree. Afterward the page building 

sympathetic task, we additional segment formerly 

label the text gratified intimate HTML rudiments to 

extract the quality values of an entity.  

1.1.8 Statistical   Snowball   for   Pattern   

Discovery:  

Since of the info joblessness countryside of 

the Web, the same object facts may be repeatedly 

published in dissimilar web pages with dissimilar 

text designs (or layout patterns). If we specialty find 

all likely designs in effective entity truths then 

relations, we could importantly recover the web 

entity removal precision. In the works, how to feat 

information redundancy to improve info removal 

has been careful as an inspirational research 

problematic ([1] [11]). We present a Mathematical 

Increase (StatSnowball) method to iteratively learn 

removal patterns in a bootstrapping way. The bare 

removal patterns can be used as the text features for 

web entity removal in over-all. 

1.1.9 Interactive Entity Information   Integration:  

Then the information around a solitary 

object may be discrete in varied web bases, entity 

information addition is required. The most 

stimulating problem in entity info addition is name 

disambiguation. This is since we simply don’t have 

adequate signals on the Web to make automatic 

disambiguation picks with high certainty. In many 

cases, we need information in users’ courtesies to 

help connect information pieces mechanically 

mined by procedures. We propose a novel 

information mining outline (called iKnoweb) to 

add people into the information mining loop and to 

interactively solve the name disambiguation 

difficult with users.  

1.1.10 Using Structured Knowledge in Entity 

Extraction: 

We can envisage the significant growth of 

the info base after we excerpt and mix entity info 

from even a small helping of the Web. Once we 

extract the entity information from a newly skulked 

web page, it’s very probable we before have about 

information in the information base about the 

objects to be mined from the page. Our experiential 

results show that the removal precision could be 

meaningfully healthier if we use the knowledge 

about these objects during removal. 

2. BACKGROUND & 

PROBLEMFORMULATION 

In this unit, we introduce the contextual 
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information and define the web entity extraction 

problem. 

2.1 Web Entities 

We define the idea of Web Entity as the 

main data units about which Web info is to be 

calm, indexed and ranked. Web substances are 

typically acquainted concepts, such as people, 

organization, sites, crops, papers, conferences, or 

journals, which have significance to the request 

domain. Unlike types of entities are used to 

represent the information for different concepts. 

We shoulder the same type of substances shadows 

a shared relational schema. 

The chic of an entity hunt engine needs to 

control the types of objects which are pertinent to 

the request, and the key qualities of these entities. 

2.2 Entity Search Engine 

Figure 1 shows the brief building of an 

entity search train. First, a crawler makes web data 

connected to the targeted objects, and the skulked 

data Is secret into different entity types, such as  

Papers, authors, products, and then locations. For 

each Type, a specific entity extractor is built to 

extract structured object info from the web data.  

 

 

 

 

 

 

 

 

 

Figure 1. System Architecture of Entity Search Engines 

2.3 Blocks & Vision-Trees 

Aimed at web entity removal, a good picture 

format for web pages can brand the removal task 

easier and recover the removal accuracy. 

A vision-based page segmentation (VIPS) 

approach is future to overwhelm these problems  

[7]. VIPS brands use of page layout features such as 

font, colour, and size to concept a vision-tree for a 

page. It first excerpts all suitable nodes from thetag-

tree, and previously finds the centrifuges amid these 

nodes. 

3. VISION-BASED WEB 

ENTITY EXTRACTION 

In this unit, we précis our work on web 

entity extraction. Precisely, we first present three 

types of features we use in web entity removal 

visual layout topographies, text designs, then 

information base topographies. Formerly we current 

a arithmetical model to together improve both page 

layout understanding and text sympathetic for web 

entity elimination leveraging these three types of 

topographies. 

3.1 Features for Vision-Based Web Entity 

Extraction 
As we stated above, here exist three types of 

info that could be rummage-sale for web entity 

extraction visual plan features, text designs, and 

information base topographies. In the following, we 

will deliberate them respectively. 

3.1.1 Visual Layout Features:  

Web pages classically contain many clear or 

implicit visual centrifuges such as lines, outright 

area, copy, font size and colour, component size and 

location. They are very valuable for the removal 

process. Exactly, it affects two features in our 

framework block division and feature function 

building. 

Layout sympathetic for Web IE, we choose 

linear-chain CRFs as the zero models for their 

outstanding presentation over other successive 

replicas.  

3.1.2 Text Features:  

Text content is the most normal nose to use 

for entity removal. Typically, the text info is treated 

as a order of words to be proprietary. Statistics 

about word release probabilities and state 

changeover likelihoods are intended on the exercise 

dataset, then then these figures are used to assist 

organization the words one by one. 

In web pages, now are a lot of HTML 

basics which only cover very short text fragments 

(which are not natural sentences). We do not 

additional section these short text ruins into 

separate words. In its home, we consider them as 

the atomic labelling units for web entity 

elimination. For long text sentences/sections within 

web pages, though, we further segment them into 

text wreckages by procedures like Semi-CRF  [26] 
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(see detailed deliberations on how we section the 

text content of a web page in sub-section B). 

We prefer to use the usual text sections of a 

web page as atomic classification units since of the 

following details. 

First of all, these small text fragments 

themselves are not natural linguistic decisions and 

it is difficult to guess the semantic sanities based on 

single words. 

3.1.3Knowledge Base Features: 
For some web objects, here may be some 

organized information in the information base 

about them already. This organized information can 

be used to unusually recover the extraction 

correctness in three ways. 

First of all, we can treat the info in the 

knowledge base as additional training examples to 

compute the element (i.e. text fragment) release 

likelihood, which is computed using a 

linearcombination of the release likelihood of each 

word inside the component. In this way we can 

build more robust feature functions based on the 

element emission likelihoods than those on the term 

release probabilities.  

Before, the info base can be used to see if 

there are approximately matches amid the current 

text piece and stored makings. We can apply the set 

of Domain-independent string changes to compute 

the corresponding degrees between them. These 

consistent degrees, which are legalized to the 

variety of [ ], can be used as a information base eye 

to control the label.  

However we can obviously see the 

improvement by leveraging a info base, we do need 

to assurance the quality of the information. 

Formerly the errors in the info base will be further 

augmented through the information base structures 

used in web entity removal. In Unit V, we discuss 

how to build an precise information base which 

integrates all prepared information from the Web 

through an interactive information mining method. 

3.2 Models for Vision-Based Web Entity 

Extraction 

We need a distinct joint arithmetical model 

that can mix both the visual plan sympathetic and 

the web text sympathetic composed, so that the 

libelling results of the HTML basics and page 

layout can give a priori for further understanding 

the manuscripts inside the HTML basics, while the 

sympathetic of the text ruins with the HTML 

rudiments can also give semantic suggestions to 

recover page plan understanding. 

3.2.1 Vision-based Page Layout Understanding 
As a web page is meant as a vision-tree, and 

the page plan sympathetic task grows the task of 

broadcast labels to the bulges on a vision-tree. In we 

present a probabilistic model called Ranked 

Provisional Random Field (HCRF) model for page 

plan understanding. 

Aimed at the page in the HCRF model is 

where we also use boxes to mean inner nodes and 

use ovals to denote leaf nodes. The scattered boxes 

are for the chunks that are not fully expanded. Each 

node on the graph is associated with a random 

variable Yi. We currently model the Connections of 

sibling variables via a linear-chain, though more 

complex construction such as two-dimensional grid 

can also be used. 

3.2.2 Web Page Text Segmentation and Labelling 

The current work on text dispensation 

cannot be directly practical to web text sympathetic. 

This is because the text gratified on web pages is 

often not as even as those in natural language 

leaflets and many of them are less linguistic text 

fragments. One likely method of using NLP 

methods for web text understanding is to first 

manually or mechanically identify logically 

coherent data blocks, and then concatenate the text 

wreckages within each chunk into one string via 

some pre-defined ordering method. The 

concatenated strings are lastly put into a text 

dispensation method, such as CRYSTAL or Semi-

CRF to identify target information.  [10]  are two 

attempts in this way. 

3.2.3 Joint Optimization of Layout and Text 

Understanding 

In we make the first effort toward such 

solution. It first use HCRF to label the html 

rudiments and nodes on the vision-tree, then then 

use the Semi-CRF to section the text content within 
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the html element rendering to the assigned label. It 

is a top-down addition model. The choice of the 

HCRF model could guide the decision of the Semi-

CRF model. 

The disadvantage of such top-down strategy 

is seeming. The HCRF model could not use the 

decision of the Semi-CRF model. That income the 

entity block discovery cannot benefit from the 

understanding of he qualities limited in the text. 

Deprived of meaningful the decision of Semi-CRF, 

i.e., the attribute extraction consequence, the entity 

block discovery cannot be improved further because 

no extra evidence is provided. Also, the text 

features with consecutive label dependencies still 

could be shared amongst the multiple mentions of 

the same text fragment. We need to find a way to 

make use of such info better. 

 

 

 

 

 

 

 

 

Figure 2. The WebNLP Framework

  Therefore, the extension to bidirectional 

integration is natural. By introducing the 

feedback from the text segmentation to HTML 

element labelling in we close the loop in web 

page sympathetic, from page layout 

understanding to text sympathetic. Exactly, in we 

introduce a novel framework called WebNLP 

(see  Figure 2), which enables bidirectional 

addition of page plan sympathetic and low natural 

language indulgence in an iterative way. In 

WebNLP outline, the classification choice made 

by HCRF on page layout sympathetic and the 

decision whole by semi-CRF on free text 

understanding could be treated as topographies in 

both replicas iteratively. 

 

STATISTICAL SNOWBALL FOR 

PATTERN DISCOVERY 

 

Founded on the irresistible response from 

Chinese Internet users of our entity search engine 

Renlifang, we found that automatically removing 

a large amount of highly precise entity relatives 

and facts of dissimilar types from formless web 

texts is significant to improve the user 

information and to fulfil users’ info needs. 

The task of entity removal from free web 

texts can be resolved as two sub-problems: 

named object praise to extract the title of the 

entity and fact/relation removal to excerpt other 

attributes/facts of the entity. For instance, in the 

text paragraph shown in  Number 10 below, we 

can extract the following entity info below 

(Name: William Henry “Bill” Gates III, 

Birthday:October28, 1955, Affiliation:Microsoft, 

Title:Chairman) for the people entities with 

schemaPerson (Name, Birthday, Affiliation, Title). 

 

 

 

 

 

 

 

 

 

Figure 3. An Example Page with Biography Information 

To solve these two sub-problems (i.e. 

NER and Relation/Fact Extraction), we need to 

inscribe a lot text designs as topographies in 

oversaw statistical elimination models (including 

our vision-based web object extraction models). 

It is prohibitory comfortable to physically write 

all the possible text designs. In this section, we 

introduce our work on mechanically learning text 

designs for web entity elimination leveraging the 

info joblessness property of the Web. Since the 

same information may be represented using 

different text patterns in dissimilar web pages, 

this inspires us to use bootstrapping methods to 

interactively discover new patterns finished some 

general seed knowledge. 

Assessing designs and tuples is one key 

constituent, since it is vital to select good patterns 

and good new seed tuples to make sure the 

system will not be drifted by errors. Additional 
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bootstrapping system—KnowItAll ([12][13]) 

needs large numbers of search train enquiries and 

webpage downloads. 

The sensibly crafted proceedings and 

design selection criteria are not directly flexible 

to general designs (e.g., POS tag sequences), 

which can evocatively improve the recall as 

shown in our experiential studies. This is 

temporarily many tuples detached by a general 

design are more likely not to be the target 

relations of Snowball, though they can be other 

types of relatives. In this case, the confidence 

scores will be very small, and it is inappropriate 

to use the standards as used in Snowball to select 

these patterns. 

To the best of our information, 

StatSnowball is the first working system that 

takes a bootstrapping building and applies 

thewell-developed ℓ1-norm legalized MLE to 

incrementally classify entity relations and 

discover text designs. The task of Stat Snowball 

is to iteratively learn new text designs and to 

classify relation/fact tuples. We consume a strict 

exact formulation for Stat Snowball. Formally, 

Stat Snowball iteratively resolutions a ℓ1-norm 

legalized optimization problem: 

 

 

 

 

 

 

 

 

 

 

Figure 4. The StatSnowball Framework, with three parts: 

P1 (input), P2 (statistical extraction model), and P3 

(output). 

  Figure 4 shows the building of Stat 

Snowball. Usually, Stat Snowball has three parts. 

The first part P1 is the influence, which contains 

a set of seeds and an early model. The kernels are 

not compulsory to contain relation keywords that 

designate the connotation. 

The third part P3 is the output, which is 

necessary only when Stat Snowball is decided to 

do Open IE  [3]. When Stat Snowball does Open 

IE, the removal results in P2 are over-all relation 

tuples. To brand the fallouts more readable, we 

can apply gathering methods to group the 

relative tuples and allocate relative keywords to 

them. The lost keywords of the seed can be full 

in this part. 

 

4. INTERACTIVE ENTITY 

INFORMATION INTEGRATION 

As we reflected before, the web information 

about a single object may be dispersed in diverse 

web bases, the web entity removal task must mix 

all the info pieces removed from unlike web 

pages (and data feeds). The most challenging 

problematic in entity info adding is name 

disambiguation. Name disambiguation problem is 

a ubiquitous and stimulating task in refining the 

excellence of web search. This is meanwhile we 

simply don’t have enough signals on the Web to 

brand automatic disambiguation choices with 

high sureness. In many cases, we need 

information in users’ attentions to help attach 

information pieces mechanically mined by 

procedures. In this section, we suggest a novel 

entity disambiguation outline (called iKnoweb) to 

add persons into the knowledge removal loop and 

to interactively solve the name disambiguation 

problematic with users. Alike to communicating 

models for other areas, our goal is to minimalize 

the human effort in getting a nearly faultless 

solution. 

To our best data, iKnoweb is the first 

serious effort to interactively include human 

intellect for entity information removal glitches. 

IKnoweb is a crowdsourcing method which 

syndicate both the power of information 
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elimination algorithms and user aids. More 

exactly, we imagine that a user just needs to 

devote little effort to help us attain the goal of 

precisely mixing all extracted information pieces 

about an entity.  

5.1 iKnoweb Overview 
One important concept we propose in 

iKnoweb is Maximum Recognition Units (MRU), 

which serves as atomic units in the interactive 

designation disambiguation process. 

Essentially, MRU signifies the best performance 

that the present skill can do to automatically 

connect the information smithereens about the 

alike entity. 

5.2 Detecting Maximum Recognition Units:  

We need to automatically detect very 

accurate information units, and the key here is to 

ensure that the precision is higher than or equal to 

that of hominid presentation.  

5.3 Question Generation:  

By asking easy queries, iKnoweb can gain 

broad information about the beleaguered entity. 

An example query could be: “Is the person a 

researcher? (Yes or No)”, the reply can help the 

scheme find the topic of the web influxes of the 

entity.  

5.4 MRU and Question Re-Ranking: 

Knower learns after user connections, and 

the users will see more and additional relevant 

MRUs and enquiries after many user connections.  

5.5Network Effects:  
A new Operator will straight benefit from 

the information donated by others, and our 

knowledge algorithm will be better finished 

users’ influence.  

5.6 Interaction Optimization:  

This constituent is used codetermine once 

to ask queries, and when to invite operators to 

initiate the message and to deliver more signals. 

5.7 iKnoweb Applications:  

We are smearing the iKnoweb outline to 

solving the name disambiguation glitches 

together with users in both Microsoft Moot 

Search and Entity Cube/Renlifang. 

In Microsoft Academic Hunt, the 

iKnoweb outline is used to disambiguate 

scientific IDs of authors with over-all names. For 

some popular names, we have thousands of 

papers in our arrangement. Our goal here is to 

help a researcher with a general title 

disambiguate all his books within 5 minutes. The 

moot papers are a singular kind of Web leaflets 

with the following properties since they are more 

organized than general Web documents: most 

books have some educational attributes, including 

a list of authors, their emails and/or sites, 

references, citations, conference, title, abstract 

and transfer URLs. We need to first combine the 

IDs into MRUs, and then a user just needs to 

select these MRUs. After each user selection, we 

will re-rank the rest MRUs (based on users 

preceding actions) to move the relevant ones to 

the top for operators to settle. 

5. CONCLUSION 

How to precisely extract prearranged info 

about real-world entities from the Web has led to 

significant interest lately. This paper summaries 

our recent research work on mathematical web 

object removal, which targets to extract and mix 

all the connected web information around the 

same entity composed as an information unit. In 

web entity removal, it is important to take 

benefit of the following unique characteristics of 

the Web: visual layout, information redundancy, 

information disintegration, and the availability of 

a knowledge base. Exactly, we first obtainable 

ourvision-based web object removal work, which 

reflects visual layout info and information base 

features in sympathetic the page building and the 

text gratified of a web page. We then presented 

our statistical increase work to automatically 

discover text designs from billions of web pages 

leveraging the info joblessness stuff of the Web. 

We also presented knower, and communicating 
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knowledge mining framework, which cooperates 

with the end users to attach the extracted 

information pieces dug from Web and builds an 

precise entity information web. 

 

 ACKNOWLEDGMENTS 

We wish to thank Jun Zhu, Xiaojiang Liu, 

Yong Cao, Gang Luo, Yunxiao Ma, Zhengdong 

Lu, Chunyu Yang, Yuanzhi Zhang, Fei Wu, and 

Deng Cai for research teamwork then system 

implementation of Libra, Renlifang and 

EntityCube. This paper is mostly a 

summarization of the investigation work we have 

collaborated with them throughout the past 8 

years. Please read the cited identifications for 

their individual aids. 

REFERENCES 

 
[1] Eugene Agichtein, Luis Gravano: Snowball: extracting relations 

from large plain-text collections. In Proceedings of the fifth ACM 

conference on Digital libraries, pp. 85-94, June 02-07, 2000, San 

Antonio, Texas, United States. [DOI：10.1145/336597.336644]  

 

[2] G. Andrew and J. Gao. Scalable training of l1-regularized  

 

log-linear models. In Proceedings of InternationalConference on 

Machine Learning (ICML), Corvallis, OR, June 2007. [DOI：

10.1145/1273496.1273501] 

 

[3] M. Banko, M. Cafarella, S. Soderland, M. Broadhead, and O. 

Etzioni. Open information extraction from the web. In Proceedings 

of the 20th International Joint Conference onArtificial 

Intelligence (IJCAI 2007), pp. 2670–2676.  

 

[4] M. Banko and O. Etzioni. The tradeoffs between open and  

 
traditional relation extraction. In Proceedings ofthe Association for 

Computational Linguistics (ACL), 2008, pp. 28-36. 

 

[5] S. Brin. Extraction patterns and relations from the World Wide 

Web. In International Workshop on the Web and Databases 

(WebDB), 1998, pp. 172—183.  

 

[6] Deng Cai, Xiaofei He, Ji-Rong Wen, and Wei-Ying Ma. Block-

Level Link Analysis. In Proceedings of the 27thAnnual 

International ACM SIGIR Conference on Research and 

Development in Information Retrieval, Sheffield, UK (SIGIR), 

2004, pp. 440-447. 

 

[7] Deng Cai, Shipeng Yu, Ji-Rong Wen and Wei-Ying Ma. VIPS: a 

Vision-based Page Segmentation Algorithm. Microsoft Technical 

Report, MSR-TR-2003-79, 2003.  

 

[8] Deng Cai, Shipeng Yu, Ji-Rong Wen and Wei-Ying Ma. Block-

based Web Search. In Proceedings of the 27thAnnual International 

ACM SIGIR Conference on Research and Development in 

Information Retrieval,  

Sheffield, UK (SIGIR), pp. 456-463, 2004. 

[DOI:10.1145/1008992.1009070] 

 

[9] C. Cortes and V. Vapnik. Support-vector networks. Machine 

Learing, Vol. 20, Nr. 3 (1995) , p. 273-297 , 1995.  

 

[10] D. DiPasquo. Using HTML Formatting to Aid in Natural Language 

Processing on the World Wide Web. Senior Honors Thesis, Carnegie 

Mellon University, 1998.  

 

[11] D. Downey, O. Etzioni, S. Soderland. A Probabilistic Model of 

Redundancy in Information Extraction. In Proceedings of the 19th 

International Joint Conference on Artificial Intelligence,2005, pp. 

1034-1041.  

 

[12] O. Etzioni, M. Cafarella, D. Downey, S. Kok, A.-M. Popescu, T. 

Shaked, S. Soderland, D. S. Weld, and A. Yates. Web-scale 

information extraction in knowitall. InProceedings of the 13th 

international conference on World Wide Web, 2004, pp. 100-110.  

 

[13] O. Etzioni, M. Cafarella, D. Downey, A.-M. Popescu, T. Shaked, S. 

Soderland, D. S. Weld, and A. Yates. Unsupervised named-entity 

extraction from the web: An experimental study. Artificial 

Intelligence, 165(1):91–134, 2005.  

 

 


