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Abstract— This paper presents the study and performance comparison of two traditional ‗partial product compression methods‘ 

(PPCMs) viz. Wallace and Dadda in terms of the design metrics (DMs) such as power, delay, power-delay-product (PDP), and Area. 

For performance comparison an N×N-bit unsigned ‗tree structured multipliers‘ (TSMs) have been considered as a case study with ‗N‘ 

being varied from 5 to 16 bits. To design TSMs a low PDP 3:2 counter (1-bit Full adder) along with half adder (HA) cells have been 

considered. Further all the TSMs are designed in the Cadence‘s virtuoso tool environment using 90 nm based ‗generic process design 

kits‘ (GPDK) and simulated using Spectre simulator with BSIMv3v (Level 49) based transistor models. The power, delay, and PDP 

DMs of TSMs under consideration are extracted at nominal room temperature with supply voltage of VDD=1.2 V and input signal 

frequency Fin = 200 MHz. This study and comparison of TSMs provides an insight to tradeoff among the Wallace and the Dadda 

PPCMs in terms of DMs. 

Keywords— Tree structured multipliers, 1-bit adder, Arithmetic circuits, Low power adder, 3:2 counter, 28-T hybrid adder, Partial 

product compression, Wallace multipliers, Dadda Multipliers. 

INTRODUCTION 

The rapid advancements that are taking place in modern ‗wireless communication technologies‘ (WCT) mirrored by the 

advancements in ‗semiconductor technologies‘ (ST), demands the design of energy efficient wireless communication systems [1, 2, 3] 

to establish a seamless communication between the two end users. The transceiver being an important block of wireless 

communication system plays an important role in meeting the stringent requirements that are imposed by both WCT and ST. Further 

the transceivers are classified into two types viz. analog and digital. The digital transceivers are the natural choice for energy efficient 

wireless communication systems because of their important features like low phase noise, easily programmable, higher integration, 

very precise and controllable performance etc. [4, 5]. The digital transceiver is augmented with many sub-systems, among these the 

frequency synthesizer is one important sub-system that needs a greater attention in view of meeting the stringent requirements 

imposed by the modern WCT. The traditional frequency synthesizers are classified into viz. analog, digital, and analog and mixed 

mode. Among these the digital frequency synthesizers such as ‗direct digital frequency synthesizer‘ (DDFS) is more popular because 

of its unique characteristics such as low power, low phase noise, high resolution, and good spectral purity. Traditionally the DDFS can 

be designed using the conventional architectures such as ROM or ROM less or sine computation techniques [6, 7, 8, 9, 10]. Among 

these DDFS architectures, most of the architectures employs the multiplier as a computational element to perform various ‗digital 

signal processing‘ (DSP) operations. Thus the performance of multiplier is very important in meeting the performance of frequency 

synthesizer and there by the overall performance of the transceiver of a wireless communication system.  

The block diagram of an N×N-bit unsigned multiplier is as shown in Figure 1, where ‗N‘ is the number of bits in the multiplier (X)( or 

multiplicand (Y)). In this paper the word sizes of both X and Y are chosen to be equal. Further the block diagram shown in the Figure 1 

has three important sub-blocks viz. the ‗partial product generation‘ (PPG), the ‗partial product compression‘ (PPC), and the final ‗carry 

propagation‘ (CP) sub-blocks. The inputs for the PPG block are an ‗N‘ bit multiplier ‗X‘ and  multiplicand ‗Y‘, these inputs are either 

in binary or recoding formats such as Booth radix-4, ‗canonical signed digit‘ (CSD), ‗minimal signed digit‘ (MSD) or any other 

recoding formats and using these inputs the PPG block generates the partial products. In this paper both ‗X‘ and ‗Y‘ have been 

considered as natural binary numbers thus a two input ‗AND‘ gate array is used to generate the partial products. The total number of 

partial products that are generated corresponding to an ‗N‘ bit X and Y are N
2
 partial products. The output of PPG that is N

2
 partial 

products are applied as an input to the PPC block. The PPC block sums up the entire partial products efficiently using either the 

Wallace tree or the Dadda tree [11, 12] approach and reduces to two rows. The most critical element of the PPC techniques is a 3:2 

counter, which is a 1-bit full adder (FA). A counter compresses (k-1) rows of partial products into 𝑙𝑜𝑔 (𝑘) partial products [13]. The 

final two rows of compressed partial products that have been derived from the output of the PPC blocks are the input for the CP block. 

The CP block adds final two rows of the partial products generated at the output of PPC and produces an ‗W‘ bit product term ‗Z‘ 

(Figure-1), where the size of W=2×N bits. 
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PARTIAL PRODUCT COMPRESSION METHODS (PPCMS) 

The most critical blocks in a conventional high speed multipliers are PPC and CPA blocks, these two blocks are very important in 

determining the overall speed of a multiplier. In general, the method of achieving the PPC using a 2:2 counter and a 3:2 counter is as 

shown in the Figure-2. Traditionally there are two partial product compression techniques viz. Wallace tree [11] and Dadda [12] tree 

based approaches and these are more frequently used to compress the partial products. The method of adding the partial products using 

Wallace and Dadda methods are illustrated using the ‗dot‘ diagrams and is shown in Figure 3 for a N=12- bits. In this figure, each ‗dot‘ 

in a particular ‗Column-Row‘ represents an individual partial product, generated from the logical ‗AND‘ operation of the respective 

bits of ‗X‘ and ‗Y‘.  To explain the PPCM an unsigned 12 × 12 multiplier is taken as a case study.  

 

PPCM based on Wallace approach: 

The Figure-3a is a PPCM based on Wallace tree approach, here the method of achieving the PPC between the PPG and final CPA is 

shown in five different stages viz. Stage-1 (S2), Stage-2 (S2), Stage-3 (S3), Stage-4 (S4), and Stage-5 (S5). The very first step in a 

Wallace tree based TSM is the generation and reorganization (shifting) of PPs. The main functionality of individual stages is explained 

as follows: In the S1 all the individual PPs that are generated out of PPG block in the form of a ‗12-rows‘ × ‗12-columns‘ matrix 

(herein referred as ‗PP matrix (PPM)‘) is reorganized into the form of ‗12-rows‘ × ‗23-columns‘ (herein referred as RPPM). To 

reorganize the 12 × 12 PPM into the 12 × 23 PPM, the PPs in each row starting from the row-1 (R1) to the final row-12 (R12) are 

arranged such that each row under consideration is shifted towards left by 1-bit in position from its respective previous row. For 

N=12-bit, a total of 144 PPs are generated in PPG block and are reorganized into 12-rows and 23-columns. Each row of PPM contains 

about 12 individual PPs, after reorganization the PPs in each row starting from R1 to R12 are spread over 23-columns that is from 

column-1 (C1) to column-23 (C23). The 12 PP rows that are spread in 23-columns are grouped as group-1 (G1), group-2 (G2), group-

3 (G-3), group-4 (G4) (Figure: 2a), where each group contains 3-rows. The 3-PP rows of each group are simultaneously compressed 

into 2-PP rows by using a 3:2 counter and 2:2 counters. The method of PP rows compression is explained as below:  

Let ‗Ri‘ be the i
th

 row of the group under consideration, where ‗i‘ varies from 1, 2, 3, . . . . . N, 

Let ‗Cj‘ be the j
th
 column of the group under consideration, where ‗j‘ varies from 1, 2, 3, . . . . . 2N, and  

Let ‗PPi:j‘ be the individual partial product of i
th
 row and j

th
 column in the group under consideration  

Considering the R1-R3 of G1 in S1, the PP1:1 and PP3:14 are the PPs that are not subjecting to compression (represented by dark solid circle ‗

‘) and are carried forward to the next stage (S1). The ―PP1:2 and PP2:1‖ and ―PP2:13 and PP3:13‖ are compressed by using a 2:2 counters. For 

example the PPs in the C2: PP1:2 and PP2:1 that are subjecting to compression are shown in the Figure- 2a. The PPs in the remaining 

respective rows and respective columns are compressed by using a 3:2 counters. For example the PPs in the C3 that are PP1:3, PP2:2, and PP3:1, 

subjecting to compression are shown the Figure: 2b below. The Sum and Cout outputs of a 3:2 counter (1-bit FA) are represented by solid 

circles with cyan and red colors respectively. Whereas, the Sum and Cout outputs of a 2:2 (1-bit HA) counter are represented by solid 

diamonds with cyan and red colors respectively. Thus the total 12-rows of PPs are reduced to 8-rows of PPs using a set of 3:2 counters and 

2:2 counters in each group. 

The second stage of compression that is S2 has total 8 rows of PPs, out of these 8-rows the first 6-rows of PPs are organized into two 

groups with each group being 3-rows of PPs. The last 2-rows of PPs remain ungrouped and are carried forward to the  

 

 

 

 

Figure 1: Block diagram of unsigned N×N-bit multiplier 
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next stage for further PPs compression. The grouped PPs are subjecting to compressions using a set of counters, this result into the reduction 

of 6-rows of PPs into 4-rows of PPs. The next level of PPs compression will be carried in the third stage (S3). The stage three (S3) has a total 

 

(a)                                (b)                                

Figure 2: An example of PPC using a) 2:2 counter b) 3:2 counter 

       

(a)                                                                                                                                (b) 

Figure 3: Partial Product Compression Methods a) Wallace Tree based b) Dadda Tree based 
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6-rows of PPs, which are organized into 2-groups and these groups are subjecting to PPs compression using appropriate number of counters 

(3:2 and 2:2 counters).After PPs compression the 6-rows of PPs in S3 will reduce to 4-rows. These 4-rows are further subjecting to 

compression till the number of rows will reduce to 2-rows. The 4-rows of PPs that are the result of PPs compression of S3 will be further 

grouped and compressed in the next stage (S4). The S4 has total 4-rows of PPs, the first 3-rows of PPs are organized into one group and the 

remaining 1-row of PPs ungrouped and is carried forward to the next level for PPs compression. After compression of PPs the 3-rows of PPs 

will reduces to 2-rows of PPs, these 2-rows of PPs along with the 1-row of PPs (uncompressed in S4) are subjecting to compression in the 

next stage S5. The stage S5 has total 3-rows of PPs; these 3-rows of PPs are organized into single group and compressed using a set of 

counters. After compression the 3-rows of PPs will reduce to 2-rows, thus the PPs compression will be stopped at this level. Finally the 2-

rwos of the compressed PPs will be added by using CPA adder to get the final product. 

 

PPCM based on Dadda approach: 

The PPCM using Dadda based approach is shown in Figure 3b, here also the generated PPs in the form of PPM is converted into the form of 

RPPM. The RPPM has total 12-rows of PPs and these rows are divided into 4-groups with each group being 3-rows. The divided groups are 

compressed and reduced to two rows and these two rows of PPs are further added by a CP adder to generate the final product of a multiplier. 

The compression of PPs into two rows is achieved through different stages viz. S1-S5 using 3:2 and 2:2 counters as shown in the Figure 3b. 

The number of stages required to compress the PPs can be determined by using Dadda algorithm. The important steps of Dadda algorithm for 

determining the number of stages required to compress the PPs in 12 × 12 multiplier are explained as follows: 

Let SF = 2 be the height (number of PPs rows) of the final stage or height of the CP stage, then the height of its preceding stages is calculated 

as given below. 

 

𝑆 = ⌊1.5 × 𝑆 ⌋  =  3 

 

𝑆 = ⌊1.5 × 𝑆 ⌋  =  4 

 

𝑆 = ⌊1.5 × 𝑆 ⌋  =  6 

 

𝑆 = ⌊1.5 × 𝑆 ⌋  =  9 

 

𝑆 = ⌊1.5 ×  𝑆 ⌋  =  13 

Since the multiplier under consideration is 12 × 12, therefore the maximum height of 13 is unnecessary and hence the Dadda algorithm 

converges. The Figure 3b is the dot diagram of 12 × 12 bit multiplier using Dadda based PPCM and has total 5-stages viz. S1, S2, S3, S4, and 

S5. The S1 is the RPPM and has a total of 12 PPs rows, the 12 rows are further divided into 4-groups viz. G1, G2, G3, and G4 with each 

group being 3-rows. Since the height of the S1 is 12, to achieve the S2 height = 9, the G1, G2, and G3 of S1 are subjecting to PP compression 

using appropriate number of 3:2 and 2:2 counters. This results in stage S2 with the height = 9. Thus the stage S2 has a total 9 rows of PPs in 

the form of RPPM and these rows are further divided into 3 groups G1, G2, and G3 with each group being of 3-rows of PPs. Further the G1, 

G2, and G3 of S2 are subjecting to compression to achieve the height of S3 = 6. The S3 has total 6 rows of PPs and grouped into G1 and G2. 

These groups that is G1 and G2 of S3 are subjecting to PPs compression to achieve a height of S4 = 4. Further in the 4 rows of S4, the first 3-

rows are grouped as G1 and last row is remain ungrouped and is carried forward to the next stage. The G1 of S4 is subjecting to the PPs 

compression to achieve a height of S5 = 3. Thus S5 has a total 3 PPs rows and these 3 PPs rows are grouped as G1, the G1 is subjecting to 

PPs compression to achieve a height of final CP stage =2. 

MICRO ARCHITECTURES OF TSM 

The critical units of PPCM and final CP adder of the TSM is the 2:2 and 3:2 counters as shown in Figure-2. The 2:2 counter is a half adder 

that takes two inputs signals viz. A and B and produces the two output signals viz. the Sum and the Cout. The 3:2 counter is a pseudo 1-bit 

adder that takes 3-input signals viz. A, B, and Cin and produces two output signals viz. the Sum and the Cout. The micro-architectures of 

these counters are as shown in Figure 4.  The Figure 4a is the micro-architecture of 2:2 counter (1-bit HA), this architecture has been 

designed by using static CMOS logic and it conceives a total 16-transistors (16Ts). The Figure 4b is the micro-architecture of 3:2 counter (1-

bit FA), this architecture has been derived using a ‗mixed logic style‘ (MLS) and conceives a total 28Ts [14]. The MLS based 3:2 counter 

(herein referred as ‗MLSFA‘) combines the best advantages of the static CMOS logic and CMOS transmission gate logic. The MLSFA has 

the low power and low PDP advantages as compared to any other 1-bit FAs as reported in the literature [15]. 
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SIMULATION ENVIRONMENT TO EXTRACT DESIGN METRICS 

The test bench that is used to extract DMs such as power, delay, and PDP of a TSM under consideration is as shown in the Figure 5. The 

‗circuit under test‘ (CUT) is the Wallace based or the Dadda based N × N bit TSM. All the TSMs under consideration are designed by using 

1-bit FA and 1-bit HA as shown in Figure 4. To extract the DMs of a CUT under consideration we have used standard input test patterns as 

suggested in [16] and these patterns are listed in the Table-1. In the Table-1, the N in the first column represents the multiplier size, the ‗PL‘ in 

the second column represents the ‗propagation length‘ of the final CP adder, the ‗X‘ and ‗Y‘ represents the critical vectors that are used to 

derive the DMs of the respective N bit multiplier. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

All the TSM simulations have been carried out under common process-voltage-temperature (PVT) conditions with input signal clock 

frequency Fin = 200MHz.  From the Table-1, it is observed that the set of test vectors (X and Y) for each N value are different. Also the 

propagation length (PL) varies corresponding to each set of test vectors and is linearly increasing with respect to N.  

                                                            

(a)                                                                                                                (b) 

Figure 4:  Schematic of a) 2:2 counter (1-bit HA) b) 3:2 counter (1-bit FA) 

 

Figure 5: Test bench used to extract the power, propagation delay, and PDP of TSMs under consideration 
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PERFORMANCE COMPARISON OF TREE STRUCTURED MULTIPLIERS 

The performance comparison of TSMs under consideration is discussed in terms of the DMs such as power, delay, and PDP. The DMs of the 

N×N TSMs that are extracted using the test bench of Figure-5 are listed in the Table- 2. From the Table-2, the important points that are 

observed for both ‗Wallace tree based TSM‘ (WTSM) and ‗Dadda based TSM‘ (DTSM) are discussed as below.  

 

 Considering the first row of Table-2, with N=5 and PL=8; the power dissipation of the WTSM (14.27µW) is low as compared to 

DTSM (14.82µW), whereas the delay of WTSM (0.311 ns) and DTSM (0.312 ns) are comparable. Further the PDP of WTSM (4.45 

fJ) is less than that of DTSM (4.62 fJ).  The hardware requirement is same for both the TSMs. Thus for N=5 the WTSM is power 

and energy efficient than that of DTSM.  

 

 From the second row of the Table-2, with N=6 and PL=8, again the WTSM is power and energy efficient as compared to DTSM. 

Whereas the hardware requirement in terms of adders is less for DTSM as compared to WTSM. 

 

 Observing the third row of the Table-2, with N=7 and PL=9, the power and delay of WTSM and DTSM are comparable. Whereas 

the DTSM is more area efficient as compared to WTSM. 

 

 For N=8 to N=16, it is observed that the DTSM outperforms the WTSM in terms of DMs viz., power, delay, PDP, and area. 

 

 Considering the last row of Table-2, with N=16 and PL=28; the power dissipation of the WTSM (181.5 µW) is higher than that of a 

DTSM (174.5 µW), whereas the delay of WTSM (1.1 ns) is low as compared to DTSM (0.95 ns). Further the PDP of WTSM (199.6 

fJ) is also higher than that of DTSM (166 fJ). Also the hardware requirement in terms of adders is more for WTSM as compared to 

DTSM. 

 

 Thus from the comparison table, it is observed that the Wallace tree based PPCM is a good a choice for N=5 to N=7, whereas for N 

> 7, the choice is the Dadda based PPCM. 

 

 

 

 

 

 

 

 

 

 

 

TABLE I 
INPUT TEST VECTORS USED TO EXTRACT WORST CASE POWER AND DELAY OF TSMS 

N PL 
Multiplier 

(X) 

Multiplicand 

(Y) 

Product 

(Z) 

5 8 11011 10011 1000000001 

6 8 011011 010011 1000000001 

7 9 1101011 1000011 1110000000001 

8 13 1111011

1 

11000111 1100000000000001 

9 14 1110101

11 

111100111 111000000000000001 

10 14 0111010

111 

0111100111 111000000000000001 

11 18 1111110

1111 

1110000111

1 

1110000000000000000001 

12 18 0111111

01111 

0111000011

11 

1110000000000000000001 

13 21 1011011

001011 

1111011100

011 

10110000000000000000000001 

14 24 1000000

1011011 

0011111101

0011 

10000000000000000000000001 

15 25 0100110

1001101

1001111100

10011 

1100000000000000000000000001 

16 28 1011010

1011110

1110000110

110011 

1010000000000000000000000000000

1  
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CONCLUSION 

In this paper, the two traditional PPCMs have been compared in terms of power, delay, PDP, and area (in terms of adders) by using two 

conventional TSMs. To compare the performance of PPCMs, the WTSM and DTSM (in which the PPCMs were embedded) are designed for 

the sizes of N=5 to N=16 and simulated using Cadence‘s EDA tools based on 90nm GPDK.  The TSMs have implemented using a 2:2 

counter and a 3:2 counters in Cadence‘s Virtuoso and simulations were carried out using Cadence‘s Spectre simulator based on 90nm 

BSIMv3v (level 49) transistor models. All the simulations of the circuits under considerations were carried out at common PVT conditions 

with Fin =200 MHz. From the simulation results it is observed that, for N=5 to 7, the WTSM (based on Wallace tree PPCM) has better power 

and energy efficiency as compared to DTSM (based on Dadda PPCM). For N>7 the DTSM has better performance in terms of power, delay, 

PDP, and area than the WTSM. Thus depending on the size of ‗N‘ and an application, one can have an option to choose the required PPCM to 

trade-off between the DMs. 
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