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Abstract: In this paper, we propose two dynamic error control schemes and apply them to the multichannel data
communication system. The proposed schemes are based on the basic Stop-and-Wait ARQ and Selective Repeat ARQ
protocols, The former and latter are used for the error controls in a round-trip time and among the multiple channels
in a slot, respectively. The state of each channel is assumed as Markov chain with two states. The operations of the
proposed schemes are described and their performances are evaluated through computer simulation. The numerical
results show that the performances of the proposed schemes are improved remarkably comparing with the traditional
scheme.
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1. Introduction

ARQ (automatic repeat request) [1]-[3] and FEC (for-
ward error correction) [4] and hybrid FEC/ARQ [10,
14] are widely used for error controls in data commu-
nication systems. Among these schemes, ARQ and its
varied schemes are applied in many communication
systems due to their simplicity and high reliability.

There are three classical ARQ schemes[1]-[3]: Stop-
and-Wait (SW) ARQ, Go-Back-N (GBN) ARQ and
Selective-Repeat (SR) ARQ. The principle of ARQ
is that the transmitter sends packets with embedded
error-detectable code to the receiver, and retransmits
the packets negatively acknowledged (NACK) by the
receiver. In SW ARQ, the transmitter sends out a
packet, then stops the next transmission until the cor-
responding acknowledgment (NACK or ACK) arrives.
When an NACK is received, the transmitter retrans-
mits the corresponding packet till it is successfully re-
ceived in the receiver; on the contrary, when a pos-
itive acknowledgment (ACK) packet is received, the

transmitter sends the following packet and so forth.
In GBN ARQ, the transmitter sends packets continu-
ously and retransmits the NACK-ed packet and all the
following packets transmitted in the round-trip time,
while in SR ARQ, the transmitter only retransmits the
NACK-ed packet. Compared with SW ARQ and SR
ARQ schemes, the implementation of GBN ARQ sche-
me is simpler than that of SR ARQ scheme in which
re-ordering control at the receiver is indispensable,
and the throughput performance is better than that of
SW ARQ scheme in the environment in which the
round trip time (RTT) is relatively longer and the er-
ror rate is lower (such as in wired data transmission
system).

However, in wireless communication system, the wi-
reless link is very vulnerable and easily interfered by
environment noise. This means that error rate of the
channel is relatively high; error occurs with large bursti-
ness and ARQ scheme is favorable in such environ-
ment. Furthermore, in CSMA/CA procotol [16], the
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transmitter and the receiver share a common chan-
nel (or channels ) in time devision manner, SW ARQ
scheme is adopted as the error control protocol in data
link layer [11].

To enlarge the bandwidth of channels in a commu-
nication system, utilizing multiple parallel channels
as a single link has become quite popular. MIMO
(Multiple Input Multiple Output) [12], channel bond-
ing adopted by IEEE 802.11n or link aggregation in an
Ethernet environment can be considered as such kind
of applications. Chen et al. proposed a channel group-
ing method [9] and packet-to-channel assignment [6]
on a GBN ARQ scheme in the multiple-channel sys-
tem. Ding et al. proposed a channel assignment rule
of ARQ protocols for multiple channels and analyzed
the throughput [7].

Analysis of the performances (including through-
put, packet delay, resequencing delay or buffer occu-
pancy at the receiver etc.) on error control protocols
depends largely on operation of the protocol, the num-
ber of channels and error pattern (channel states). In
general, if the analytical model of the system is pre-
cise to the practical system, the performance analysis
becomes complicated. In the previous works, perfor-
mances of the multiple-channel system have been in-
vestigated in the random-error environment. Nagaoka
et al. [8] analyzed the throughput efficiency of the
multiple-channel system with burst errors. However,
they did not consider the influence of the state transi-
tion of channels on the channel assignment (packet-to-
channel) rule. Chen et al. [15] analyzed the through-
put efficiency of GBN ARQ scheme under taking the
states of the channels into account, however, they only
considered the system with two channels.

In this paper, we focus on the communication sys-
tem with multiple parallel channels, in which SR ARQ
scheme is employed as the error control scheme within
one slot and SW ARQ is used for the error control in a
round trip time (RTT). We propose two dynamic ARQ
schemes and evaluate their performances by computer
simulation. The effectiveness of the proposed schemes
is clarified by numerical results.

The rest of this paper is organized as follows. Sec-
tion 2. describes the channel models. The proposed
dynamic ARQ schemes and the operations are descri-
bed in Section 2.2. The performance evaluation is
illustrated in Section 3., and conclusion remarks are
given in Section 4.

2. System Model and Operations

The system model consists of a transmitter and a re-
ceiver connected with M parallel forwarding channels
(numbered 0,1, · · · ,M − 1) and a feedback channel.
The transmitter is able to transmit one packet on each
channel in a slot in parallel (as a result, M packets are
transmitted in a slot) , and then stops the continuous
transmission until the ACK (or NAK ) arrives. The
slot is defined as the time interval in which a packet
is transmitted over a channel. Before we describe the
proposed error control schemes, we give the assump-
tion of the channel state because the operations of the
proposed schemes are largely dependent on the states
of the channels.

2.1 Transition of channel states
On each channel, packet errors occur according to

a Markov process with two states (i.e. states 0 and
1). States 0 and 1 represent error-free state and er-
roneous state, respectively (Fig. 1). The transition
probabilities from state 0 to 1 and from state 1 to 0
are assumed to be pi and qi for channel i, respec-
tively, i = 0,1,2, · · · ,M − 1. Therefore, the m-step
state-transition probability of channel i from state α
to β is given by Eq. (1) ([5, 8]).

Figure 1 Transition of channel state

t(i)(m)
α,β =

β pi +(1−β )qi

pi +qi
+

(−1)α−β ((1−α)pi +αqi)δ m
i

pi +qi
, (1)

where α,β = 0 or 1, and δi is the decay factor defined
by

δi = 1− pi −qi, (−1 < δi < 1). (2)

If δi = 0 ( pi +qi = 1 ), it means that the channel states
0 and 1 are independent without burstiness. Also, the
states of the channels are assumed to be independent
without correlation.

2.2 Operation at the transmitter
In this section, we describe the operations at the

transmitter under the static ARQ scheme (traditional

International Journal of Intelligent Engineering and Systems, Vol.6, No.4, 2013 2



Figure 2 An example of the operations in the static ARQ
over multiple parallel channels (M = 4,r = 4)

one) and two dynamic ARQ schemes proposed in this
paper, called dynamic ARQ-I and dynamic ARQ-II,
respectively.

At the transmitter, packets waiting for transmission
are numbered in sequence. We assume that at least
M packets are always ready to be transmitted in the
transmission buffer and that the round-trip time from
the end of the slot of the transmission to the comple-
tion of receiving the corresponding acknowledgment
packet, is r slots.

1) At the beginning of a slot (referring to slot t, Fig.
2), the transmitter sends one packet on each channel
(i.e. channel 0,1, · · · ,M − 1) in parallel according to
the packet-to-channel schemes referring to static ARQ
scheme (Static ARQ), dynamic ARQ with theoretical
prediction (Dynamic ARQ-I), and dynamic ARQ with
former-state prediction (Dynamic ARQ-II). After the
completion of the transmission at the end of slot t, the
transmitter stops the successive transmission of the
following packets to wait the acknowledgment being
sent back by the receiver.

2) The transmitter receives the acknowledgment pa-
cket after r slots (one round-trip time) of a transmis-
sion, and collates the acknowledgment packet to de-
termine whether the packets have been successfully
received or not. It deletes the packets successfully
received from the transmission buffer and composes
the M packets to be transmitted in next slot, accord-
ing to the packet-to-channel scheme. We assume that
the collation and the composition complete simultane-
ously with the end of receiving the acknowledgment
packet.

3) The transmitter composes the M packets and sends
them on each channel according to the following schemes.

In the static ARQ scheme (Fig. 2), when the trans-
mitter receives the acknowledgment packet, it deletes
the packets correctly received at the receiver from the
transmission buffer, and composes the M packets of
the packets received erroneously and of the new pack-
ets in sequence which are not transmitted to date. It

Figure 3 An example of the operations in the dynamic
ARQ-I over multiple parallel channels (M = 4,r = 4)

sends the M packets on each channel, where the packet
being retransmitted is sent on the channel same as it
has been sent on at the first time, and the packet be-
ing transmitted first time is sent on the other chan-
nel. Fig. 2 illustrates an example of the operation
in the static ARQ scheme, where M = 4 and r = 4.
ack(s0,s1,s2, · · · ,sM−1) is the acknowledgment packet,
where si = 0 (or si = 1) means that the packet trans-
mitted on channel i has been received correctly (or in
error), i = 0,1,2, · · · ,M−1. The occupancy of the re-
sequencing buffer at the receiver shows the number of
the packets stored temporally for resequencing since
the receiver must deliver the packets to the applica-
tion in the original order.

In the dynamic ARQ-I (or ARQ-II) scheme, the trans-
mitter takes the states of the channels into account
when it retransmits the packets received erroneously
at the receiver. The principle of the dynamic ARQ
scheme is to transmit the packet with the smallest se-
quencing number over the channel in the best state
(i.e. state 0) and the packet with the second smallest
number over the channel in the second best state and
so forth. It is noted that the states of the channels do
not vary with the error control schemes. The through-
put efficiency is not affected by the dynamic schemes,
but the resequencing delay or the buffer occupancy at
the receiver should be.

In the dynamic ARQ-I scheme, we assume that the
transmitter knows of the state-transition probability of
each channel according to the channel model (formula
(1) ). When it receives the acknowledgment packet
which includes the ACKs and/or NAKs about the M
packets transmitted before a round-trip time (r slots),
the transmitter exactly knows the states of the M chan-
nels at that time. Now the transmitter predicts the
probability of state 0 for each channel in the follow-
ing slot by calculating the state-transition probability
t(i)(r+1)

α,0 by formula (1), where i = 0,1,2, · · · ,M − 1
and α = 0 if the packet transmitted on channel i is
received correctly, otherwise α = 1. The transmitter
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sorts the M channels according to t(i)(r+1)
α,0 in the de-

scending order and consists of a channel set Q; which
is that the channel with the biggest t(i)(r+1)

α,0 is put
at the first in the Q, and the channel with the sec-
ond biggest t(i)(r+1)

α,0 is put at the second in the Q and
so forth. The transmitter transmits the M packets in
parallel as follows. The packet with the smallest se-
quence number among the M packets is transmitted on
the first channel in the Q and the packet with the sec-
ond smallest sequence number is transmitted on the
second channel in the Q and so forth.

Fig. 3 shows an example of the operations in the dy-
namic ARQ-I scheme, where M = 4 and r = 4. At the
beginning of slot t, the order of the channels in Q is as-
sumed to be {ch0,ch1,ch2,ch3}, packets 1,2,3,4 are
transmitted on the channels in the order of the chan-
nels in Q. The transmitter receives the acknowledg-
ment packet (ack(0,1,0,1)) in slot t +4. ack(0,1,0,1)
notices the transmitter that the packets transmitted over
channel 0 and channel 2 have received correctly and
the packets transmitted over channel 1 and channel 3
have received in error. This means that channel 0 and
channel 2 were in state 0 (good state) and channel 1
and channel 3 in state 1 (erroneous state) in that slot.
Therefore, in this example, the transmitter simply cal-
culates the probability of state 0 for each channel in
the following slot, i.e. t(0)(5)

0,0, t(1)(5)
1,0, t(2)(5)

0,0, t(3)(5)
1,0

in slot t +5 and makes up Q as Q = {ch0,ch2,ch3,ch1}.
Therefore, packets 2, 4, 5, 6 are transmitted on chan-
nels 0, 2, 3 and 1 in slot t +5, one per channel, respec-
tively. At the beginning of slot t + 10, the transmitter
calculates the probability of state 0 for each channel in
the following slot, i.e. t(0)(5)

0,0, t(1)(5)
1,0, t(2)(5)

1,0, t(3)(5)
0,0

and makes up Q as Q = {ch0,ch3,ch1,ch2}, packets
4,6,7,8 are transmitted on channels 0,3,1,2, one per
channel, respectively, and so forth. The occupancy of
the resequencing buffer is listed at the bottom of the
figure.

In the dynamic ARQ-I scheme, the transmitter is
supposed to have some known information about the
channel state. It can gets the information in some
way from the past acknowledgment packets. How-
ever, it is not always easy to do so. Taking this into ac-
count, the proposed dynamic ARQ-II scheme predicts
the states of the channels just based on the latest ac-
knowledgment packet. When the transmitter receives
the acknowledgment packet which includes the ACKs
and/or NAKs about the M packets transmitted before a
round-trip time (r slots), the transmitter exactly knows
the states of the M channels at that time. The states of
the channels in the following slot are supposed to be

Figure 4 An example of the operations in the dynamic
ARQ-II over multiple parallel channels (M = 4,r = 4)

the same states in the slot of the preceding transmis-
sion. The transmitter sorts the M channels according
to the state of the channel in the order of state 0 and
state 1, and makes up the channel set Q. The channels
in state 0 are put in the head of Q, and the channels in
states 1 in the rear of Q while the channels in the same
state are selected randomly. Finally, the transmitter
sends the M packets on each channel in the order of
the channels in Q.

Fig. 4 illustrates an example of the operations in
the dynamic ARQ-II scheme, where M = 4 and r = 4.
At the beginning of slot t, the order of the channels
is Q = {ch0,ch1,ch2,ch3}, packets 1,2,3,4 are trans-
mitted on the channels in the order of the channels
in Q. The transmitter receives the acknowledgment
packet (ack(0,1,0,1)) in slot t +4, it knows that chan-
nels 0 and 2 are in state 0 and channels 1 and 3 in
state 1. Q is composed as Q = {ch0,ch2,ch1,ch3}.
Packets 2,4,5,6 are transmitted on each channel in
the order of the channels in Q in slot t + 5. Q =
{ch0,ch3,ch1,ch2} in slot t + 10, packets 4,5,7,8 are
transmitted on channels 0,3,1,2, one per channel, and
so forth.

2.3 Operation at the receiver
When the packet crosses a channel, the packet er-

ror occurs with some probability corresponding to the
channel model described in Section 2.1. When the
packets arrive at the receiver after a half round-trip
time from the end of the transmission at the transmit-
ter, the receiver receives these packets, collates the
contents in the packet with the error-detection code
(i.e. checksum) and composes of the acknowledgment
packet as the format ack(s0,s1,s2, · · · ,sM−1). If the
packet error occurs in the packet transmitted over the
channel i, i = 0,1,2, · · · ,M − 1, si is set to be 1; oth-
erwise si = 0.

At the receiver, the selective-repeat ARQ scheme is
employed for the error controls among the multiple-
parallel channels. The receiver deletes all the packets

International Journal of Intelligent Engineering and Systems, Vol.6, No.4, 2013 4



Figure 5 The normalized throughput ρ0 (r = 4, δ = 0)

received erroneously, and delivers the ordered pack-
ets from the resequencing buffer to the upper layer.
The ordered packet is the packet which is received
correctly and all the preceding packets with smaller
sequencing number have been received correctly. On
the contrary, the out-of-order packet is a correctly re-
ceived packet while at least one packet with smaller
sequencing number has not been received correctly.
The out-of-order packet is stored in the resequencing
buffer for re-ordering. The number of the out-of-order
packets in the resequencing buffer is shown at the bot-
tom of Figures 2, 3 and 4.

3. Simulation Results

In this section, we investigate the performances of
the ARQ error control schemes proposed in this paper
through computer simulation. Here the performances
are evaluated by these indexes: throughput efficiency,
average (or maximum) number of the packets in rese-
quencing buffer (i.e. the average (or maximum) oc-
cupancy of the resequencing buffer) and average so-
journ delay of the packet in the resequencing buffer.
The throughput efficiency (ρ) is defined as the long-
term ratio of the number of packets successfully ac-
cepted by the receiver to the total number of transmis-
sion slots. We also define the normalized throughput
efficiency (ρ0) as ρ0 = ρ

M .
In the following numerical results, we assume that

pi = p and qi = q for convenience (i.e. δi = δ =
1 − p − q). The average error rate e on each chan-
nel is given by e = p

p+q . At this assumption, ρ0 is
theoretically obtained as ρ0 = 1−e

(r+1) . Fig. 5 shows an
example of the normalized throughput ρ0. It is clear
that ρ0 does not vary with the number of channels, and
ρ0 has no difference within the three ARQ schemes .
It is true because the packets received correctly are ac-
cepted without discard at the receiver for any one of

Figure 6 The average number of packets in resequencing
buffer (r = 4, e = 0.2, M = 10)

Figure 7 The average number of packets in resequencing
buffer (r = 4, e = 0.5, M = 10)

the ARQ schemes.
Figures 6 and 7 illustrates the relationship between

the average number of packets in the resequencing
buffer (shown by qave) and the decay factor δ , where
r = 4 and M = 10 and e is assumed to be constant.
When δ increases (i.e. p + q becomes smaller ), the
sojourn time that channel state stays in the same state
becomes longer [15]. Note that the longer the so-
journ time in state 1, the larger the error burstiness
of the channel. From these figures, it is clear that qave

significantly depends on the error control scheme al-
though the average error rate e is constant. qave in
the static ARQ scheme increases with increment of δ
especially in the interval of 0.5 < δ < 1. qave in the
dynamic ARQ-I scheme is almost same as that in the
dynamic ARQ-II scheme. However, in the interval of
−1 < δ < −0.5, qave in the dynamic ARQ-II scheme
is remarkably larger than it in the other schemes. It
can be explained as follows. When δ increases nega-
tively, p and q becomes larger; the state of the channel
transits frequently between states 0 and 1. This is con-
trary to the premise of the dynamic ARQ-II scheme
that the state of the channel changes slowly.

Figures 8 and 9 illustrate the relationship between
the average number of the packets (qave) in the rese-
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Figure 8 The average number of packet in resequencing
buffer (δ = 0, e = 0.1)

Figure 9 The average number of packets in resequencing
buffer (δ = −0.8, e = 0.5, M = 10)

quencing buffer and the round-trip time (rtt). The nu-
merical results shows that qave is almost a constant in
each error control scheme when δ = 0, and qave of the
static ARQ scheme is the longest and qave of the dy-
namic ARQ-I is the shortest. On the another hand, at
δ = −0.8 and e = 0.5 (relatively high, Fig. 9), qave of
the dynamic ARQ-II scheme increases with the decre-
ment of r when r is relatively small. When r becomes
larger (r > 14), qave almost does not vary with r; the
difference in qave among these schemes is insignifi-
cant.

4. Concluding Remarks

This paper proposes two dynamic ARQ schemes con-
sidering the state transition of the channels for the
multiple channel systems. The proposed scheme is
a hybrid ARQ combined the SW ARQ scheme with
the SR ARQ scheme. The core idea of the proposed
schemes is that, the transmitter sends the packet with
the smallest sequence number on the channel in the
best state.

We investigated the throughput efficiency and the
average number of the packets in the resequencing
buffer for every scheme. The results can be simply
summarized as follows. qave in the static ARQ scheme

is largest especially when δ is relatively high (δ > 0.4.
On the contrary, the dynamic ARQ-II scheme shows
the longest qave when δ <−4. The dynamic ARQ-I is
adaptively respond to δ in the all intervals and gives
the best performances.
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