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Abstract: A new multi-objective optimization approach based on layered objective is proposed. Two improvements
on the non-dominated sorting genetic algorithm are given which are new layering method and the new selection mech-
anism. On the basis of the traditional non-dominated sorting genetic algorithm, a new objective layer approach is
adapted and cycle copy through the first half layers. Another one is making a restriction mechanism before crossover
on the classical non-dominated sorting genetic algorithm with elitist strategy. Through these operations, it can ef-
fectively improve the convergence rate of the optimal solution set. At last, the corresponding non-inferior solutions
will be maintained. Several classic test functions commonly adopted in evolutionary multi-objective optimization and
the network design problem are used. The results indicate that the non-dominated sorting genetic algorithm based on
layered objective can effectively speed up the convergence rate.
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1. Introduction

The multi-objective optimization problems widely
exist in real engineering world. And such problem is
usually characterized by the presence of many con-
flicting objectives. Because of the variety internal re-
lations, these objectives are both interdependent and
competitive. As a result, there is usually not a sin-
gle solution which optimizes all objectives simultane-
ously and a number of techniques have been devel-
oped in order to find a “good” solution to the MOP.

For multi-objective optimization problems, there are
many methods available to tackle these kinds of prob-
lems. One way to solve multi-objective problems is to
transform the original problem into a single-objective
one by using the weighted sum method with a weight
vector. When the multi-objective optimization prob-

lem is converted to a single objective optimization prob-

lem, a few mature algorithms can be used to solve

the single objective optimization problem whose so-
lutions are taken as one of the multi-objective opti-
mization problems. But the obtained solution depends
on the weight vector used in the weighting process,
so some improving multi-objective optimization ap-
proaches weighted are given [1, 2, 3].

Another way is to find the Pareto efficient solutions
to a multi-objective optimization problem. The Pareto
optimality was introduced in the late 1800’s by the
economist Vilfredo Pareto, and defined as follows: A
solution is said to be Pareto optimal if there exists no
other solution that is better in all attributes. This im-
plies that in order to achieve a better value in one ob-
jective at least one of the other objectives is going to
deteriorate if the solution is Pareto optimal. Thus, the
outcome of a Pareto optimization is not one optimal
point, but a set of Pareto optimal solutions that visual-
ize the trade-off between the objectives [4].

Goldberg [5] introduced non-dominated sorting to

International Journal of Intelligent Engineering and Systems, Vol.5, No.1, 2012 11



rank a search population according to Pareto optimal-
ity. Firstly, the non-dominated individuals in the pop-
ulation are identified. They are given the rank 1 and
are removed from the population. Then the non-domi-
nated individuals in the reduced population are identi-
fied, given the rank 2, and then they are also removed
from the population. This procedure of identifying
non-dominated sets of individuals is repeated until the
whole population has been ranked.

The main purpose of the non-dominated sorting ge-
netic algorithm (NAGA), which is developed from the
basic genetic algorithm, is to solve the multi-objective
optimization problem. The non-dominated sorting ge-
netic algorithm [6] was proposed by Srinivas and Deb
in 1994 which is also known as non-poor classifica-
tion genetic algorithm. This algorithm is the same as
SGA algorithm except on the selective operator. The
main idea of this algorithm is to classify the popu-
lations according to the idea of non-dominated sort-
ing firstly, then, each individual that have been clas-
sified will be given a certain shared virtual fitness in
order to maintain the diversity of the population. Non-
dominated individuals in the population are identified,
given a high initial individual score and are then re-
moved from the population. These individuals are
considered to be of the same rank. The score is then
reduced using sharing techniques between individuals
with the same ranking. Thereafter, the non-dominated
individuals in the remaining population are identified
and scored lower than the lowest one of the previ-
ously ranked individuals. At last, next generation is
produced by some selection operation with a certain
probability. After that, a number of genetic algorithms
is given, such as: NPGA [7] (Nich-Pareto)FFGA [8]
(Fonseca and Fleming GA), SPEA [9] (Stregth Pareto
GA), NSGA- [10] (A fast elitist non-dominated Pareto
GA).

Although the non-dominated sorting genetic algo-
rithm has been well used in many engineering prob-
lems, some problems still exist:

(1) Higher computation time complexity [10]. Its
computation complexity is O(mN3), where, m repre-
sents the number of objective function; N represents
the number of the population size. When the popu-
lation size is large, the computing time cost will be
great, especially to sort the populations of every gen-
eration, the time cost will be much bigger.

(2) Lack of elite strategy. The elite strategy guar-
antees that the optimal solution has been found un-
der a certain extent cannot be damaged by crossover
and mutation, but also can accelerate the convergence

speed.

(3) That the sharing radius needs to be specified
makes the calculation more complex.

Although the distribution of Pareto optimal solution
set which is got from the NSGA is fairly uniform, the
convergence speed is not fast because of the above
three drawbacks. Aimed at the high computation time
complexitywhen carrying out the algorithm, this ar-
ticle proposes a new hierarchical approach based on
objective value to reduce the time complexity, so as
to improve its convergence rate of the Pareto optimal
solution. Additionally, in some algorithm, the selec-
tion operation is based on shared virtual fitness value
under a certain probability, so some good individuals
can not be selected, which results in the slower con-
vergence.

In response to this phenomenon, this paper intro-
duces a new selective mechanism, changing the de-
fects resulted from the selective with probability in the
past, so that the convergence rate of the Pareto optimal
solution will be faster.

Aimed at the problem of slow convergence of opti-
mal solutions in genetic algorithms, two improved ge-
netic algorithms are proposed. The first one is based
on the objective layer of the non-dominated sorting
genetic algorithm. On the basis of the traditional non-
dominated sorting genetic algorithm, it has two con-
tributions. The first one is the adaptation of a new
objective layer approach and the second one is the
new selection mechanism. Its main idea is cycle copy
through the first 1/2 layer according to the hierarchy.
Another one is based on the cross-limited with elitist
strategy of the non-dominated sorting genetic algo-
rithm. It makes a restriction mechanism before crosso-
ver on the classical non-dominated sorting genetic al-
gorithm with elitist strategy. Through this operation,
it can effectively improve the convergence rate of the
optimal solution set. Meanwhile, the algorithm also
combines the objective layer approach to identify the
non-inferior solution. The two multi-objective opti-
mization functions are used to do the test. The re-
sults show that these improved algorithms speed up
the convergence rate of the optimal solution. Last,
the improved algorithm is used to deal with the multi-
objective network optimization problem. The mathe-
matical model includes two objectives: the path length
and the path delay. In practice, each different path has
different node numbers in the network, so the vari-
ant length of node index is used to code each path.
Through the application of the improved algorithms,
the Pareto optimal solution sets of network optimiza-
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tion are obtained. All of the programs are achieved
by C++ language programming and the simulation re-
sults are achieved with Matlab software.

2. Related Concepts of The Multi-objective
Optimization

In most cases, the multi-objective optimization prob-
lem is defined as the combinatorial optimization prob-
lem under constrained conditions. It is mainly used to
maximize (or minimize) the objective function of dif-
ferent objective.

A multi-objective optimization problem can be de-
scribed as follows: the set of decision variables with
the number of n, the set of the objective function with
the number of k and the set of constraint functions
with the number of m. A constrained multi-objective
optimization problem (MOP) can be given as follows.
Here, the optimization problem associated with each
objective will be considered to be a minimization one,
without loss of generality.

Minimize y = f(x) = (fi(x), f2(x), .. 7fk§ x))"

subject to e(x) = (e1(x), ea(x ) Lem(x)T <0
x=(x1, x2,...,%)" GQCR”
y=01,y2,-. ) €Y

where, fi(x), f2(x),..., fr(x) are k objective functions,
X1, X2,...,X, are n optimization parameters, x rep-
resents the vector of decision variables, y represents
the vector of objective functions, Q represents the de-
cision variable space and Y represents the objective
function space, the constraint e(x) < 0 defines the set
of feasible solutions.

In order to better understand the decision variable
space and the objective function space of the multi-
objective optimization problem, some definitions are
given as follows:

Definition 1

For any two objective vector b and c,

b= (b], bz,. .. ,bn)T, and ¢ = (C], Co,. .. ,Cn)T,
b=c,Ifand only if b; = ¢; for all i € {1,2,...,k},
b<c,Ifand only if b; < ¢; foralli € {1,2,...,k},
b < ¢, If and only if b < ¢ for all b # c. In the above
formula, b; represents an element of the objective vec-
tor b and ¢, represents an element of the objective vec-
tor c.

Definition 2

For any two objective vector u and v, the binary re-
lation <, < and ~ define as follows:

u < v (u dominates v), If and only if f(u) < f(v).

u =< v (u weakly dominates v), If and onlyif f(u) <
).

v ~ v (u indifferent v), If and only if f(u) £= f(v)

and £(v) £= f(u).

where, f(u) represents the objective function value
of the decision vector u, f(v) represents the objective
function value of the decision vector v.

Definition 3

Suppose that x* € Q , if f;(x*) < fi(x) (i=1,2,...,m)
for all x € Q, then X* is one optimal solution of the
MO (multi-objective optimization).

Definition 4

If one solution x* € Q are non-dominated by any
x € Q, then x* is called the Pareto optimal solution.

In the algorithm process, the multi-objective func-
tion optimization problems are solved by the non-domi-
nated hierarchical genetic algorithm. Firstly, each in-
dividual in the group is given a certain virtual fitness
value using the non-domain hierarchical method. Then,
the traditional genetic algorithm is used to choose their
mode, crossover and mutate. At last, the correspond-
ing non-inferior solutions will be maintained.

3. Algorithm Design

3.1 Thelayered approach based on objective value

In this algorithm, a new layered approach based on
objective value is introduced. The main idea of the ap-
proach is shown according to the following example.
A(20, 90) B(25, 85) C(30, 80) D(35, 75) E(40, 60)
F (45, 55) H(40, 40) are the numbers of the example
and the minimum number is taken as the best. After
being layered, it can maintain the data of the first layer
with the number of A(20, 90) B(25, 85) C(30, 80)
D(35, 75) H(40, 40) and the data of the second layer
with the number of D(35, 75) E(40, 60).

According to the layered data, some phenomena can
be found.

(1) In terms of the first objective, if the minimum of
the first objectives has been found, this value will be
divided into the first layer. For instance, in the number

A(20, 90), the data 20 is the minimum data of all the

first objective, so A(20, 90) is divided into the first
layer.

(2)In terms of the second objective, if the minimum
of the second objectives has been found, this data will
be divided into the first layer. For instance, in the
number H (40, 40), the data 40 is the minimum data
of all the second objective, so H (40, 40) is divided
into the first layer.

According to all the above, a result can be concluded
that if there are m objectives, then the third objective
can be layered to the m-th objective as the first or the
second one. Here, the detail of the layered process
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is given (take the objectives of path length and path
delay as an example).

Layered process: specify mark front = 1 as the be-
ginning.

Step 1: Start to look from the first objective:

@ Find the individual with the minimum first objec-
tive values from all unmarked individuals, and mark
‘Front’.

@ Check out whether there exist individuals with the
same minimum first objective values. If there exist the
individuals, mark ‘Front’.

@ Find out the individuals with the minimum sec-
ond objective values among the marked individuals
with mark Front and remove the mark front for the
rest of the individuals which have the non-minimum
second objective value.

Step 2: Start to look from the second objective:

@ Find out the individuals with the minimum sec-
ond objective value from the unmarked individuals or
the individuals that marked ‘front’ and mark ‘front+1°.

@ Then Check out whether there exist individuals
with the same minimum second objective value. If it
is true, make the same mark.

® Find out the individuals that has minimum second
objective value with the mark ‘front+1’ and remove
the mark of the individuals which have non-minimum
second objective value.

@ convert the mark of the individuals from ‘front+1’
to ‘front’.

Step 3: The third objective to the m-th objective can
be done as the above.

Step 4: Compare all the individuals with the mark
‘front’. If there exist the individuals dominated, re-
move its mark.

Step 5: Find the individuals which are unrelated to
the marked individuals in the unmarked individuals
and then mark ‘front’.

Step 6: Find out the non-dominated individuals of
the current population with the mark ‘front’.

Step 7: Increment the mark ‘front’ by one.

Step 8: Loop from step 1 to Step 6 until all the indi-
viduals are identified.

3.2 Selection mechanism

Aimed at the slow convergence problem for most of
the evolution algorithms, a new selective mechanism
is proposed to accelerate the convergence speed of the
populations that the idea is to cycle through the first
1/2 layer according to the hierarchy until the number
of the individual copied is the same size as the popu-
lation.

Front=Front+1 J

—
Initialize population ‘
* Front=1
e
The layered
population
¥

Stop cntena
meet

Delete the mark of the
non-dominated individuals ‘

[ Mark non-dominated individuals J

Identify the non- J

dominate individuals

¥

Figure 1 Flowchart of the Algorithm

For example, if the population size is 10, then they
can be divided into 4 layers. Three individuals are
at the first layer, two individuals at the second layer,
three individuals at the third layer and two individuals
in the 4th layer.

The number of the loop copy is decided by the num-
ber of the layer divided by 2, so the result is 4/2=2 and
copy the first two layers. Because of the number of the
population is 10, so at first, three individuals of the
first layer is copied, then, copy two individuals of the
second layer. Repeat it again until the number of the
individual copied is the same size as the population.

4. Algorithm Descriptions

In order to better understand the operation process
of the algorithm, the following steps will describe the
details of this algorithm. Suppose the size of the evo-
lutionary population P is V.

Step 1: suppose the variable ¢ is equal to 0, the algo-
rithm randomly generates the initial population with
size n.

Step 2: Calculate the objective value of each indi-
vidual in the initial population p(0).

Step 3: According to the objective value, the pop-
ulation p(0) is layered by the objective value layered
method and make the variable ‘front’ equal to 1.
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Figure 2 The 10th objective space of NSGA algorithm
based on hierarchical objective value

@ Select the first layer non-dominate individuals of
each objective value and mark ‘front’.

@ Find out the dominated individuals having the
mark ‘front’ and then remove its mark.

® Make a judgment whether all the individuals have
been layered. If not, increase 1 for front and imple-
ment step 1; otherwise implement step 4.

Step 4: Do selective operation according to the re-
sult of the layering operating.

Step 5: Do crossover and mutate operation on the
selective individuals under a certain probability.

Step 6: If the variable ¢ (the evolution generation) is
less than the maximum evolution generation, imple-
ment step 2; otherwise, end the operation.

The flowchart of the Algorithm is given as Figure 1.

5. Experimental Result

This paper uses two common multi-objective test

functions to verify the performance of the non-dominated
sorting genetic algorithm objective based on layer. These

two functions ZDT1 and ZDT2 were introduced by
Zitzler and Deb in references [12]. The two func-
tions are the multi-objective test functions of the non-
convex and convex Pareto optimal solution set.

Examplel ZDT1The non-convex Pareto optimal so-
lution set

fl(x):xl )
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Figure 3 The 100th objective space of NSGA algorithm

The parameters of the algorithm for examplel are as
follows: the population size N is equal to 200, the ter-
mination condition t of the algorithm is equal to 10,
the crossover probability is set to 0.8, the mutation
probability is set to 0.1 and the number of the individ-
ual goal m is equal to 2. The parameters of the NSGA
are as follows: the population size N is equal to 200,
the termination condition t of the algorithm is equal
to 200, the crossover probability is set to 0.8, the mu-
tation probability is set to 0.1 and the number of the
individual goal m is equal to 2.

The simulation results are shown in Figure 2. The
simulation results of NSGA-II algorithm are shown in
Figure 3:

Example 2 ZDT2: The convex Pareto optimal solu-
tion set.

filx) =x1,

— o()[1 = (2L )2
ole) = @)1 = (75
g(x):1+n_lix,-,

i=2

xi€[0,1],i=1,...,n,n=6.

The parameters of the algorithm for the example 2
are as follows: the population size N is equal to 200,
the termination condition t of the algorithm is equal
to 10, the crossover probability is set to 0.8, the mu-
tation probability is set to 0.1 and the number of the
individual goal m is equal to 2. The parameters of the
NSGA are as follows: the population size N is equal
to 200, the termination condition t of the algorithm is
equal to 200, the crossover probability is set to 0.8,
the mutation probability is set to 0.1 and the number
of the individual goal m is equal to 2.

The simulation results are shown in Figure 4.

The simulation results of NSGA-II algorithm are
shown in Figure 5:
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Figure 4 The 10th objective space of NSGA algorithm
based on hierarchical objective value

NSGA algorithm based on hierarchical target value—ZDT2
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Figure 5 The 100th objective space of NSGA algorithm

From the above simulation results, it can be seen
that the distribution of non-inferior solution of this al-
gorithm is just the same as the NSGA algorithm. But
the convergence speed of this algorithm is much faster
than NSGA algorithm.

6. The Application of The Algorithm to Net-
work Optimization

6.1 Problem description

In real application, the network design problem is
also a multi-objective problem. A telecommunica-
tion network design is analyzed using various mea-
surements such as communication cost, transmission
delay, and routing policy.

Given locations of the nodes and other information
such as cost, distance and traffic between any pair
of nodes, the main problem of a multi-objective net-
work optimization design is how to construct a net-
work which minimizes total link costs subject to cer-
tain constraints. There are n network nodesthe net-
line is used to connect node s to the node ¢, and only
a line is connected from the node s to the node ¢, with
no looping. In this paper, the shortest path and min-
imum delay is considered as the objectives of multi-

objective optimization problem.

These two objectives of the network topology could
be described through the undirected graph G = (V, E,
C, D). Set V is the set with n network nodes, V =
Vi, Va,..., V,], E is the set of links between node
pair, E = {(s;,1;)|i = 1,2,...,m.s;,t; € V}. Only a di-
rected arc exists between any two adjacent nodes. The
path length between two adjacent nodes (s;,;) is de-
noted as C; (C; > 0), the delay is denoted as D; (D; >
0). C=[C,Cy,...,Cy] is the vector of path length,
D = [Dy,D;,...,Dy] is the vector of delay. Suppose
that s is the source node, ¢ is the destination node, and
then the optimal path from the node s to the node ¢
is denoted as R;_;, the optimal length of path is de-
noted as C;_,, the optimal delay is denoted as Dy,
the mathematical model of the network optimization
can be written as a multi-objective 0-1 integer pro-
gramming problem as follows.

Minimize y = F (x) = (Cs_,Ds—;)
where, C,_; is the path length.

t t
Coi=Y, Y Gjux
i=s j#i,j=s
D;_; is the path delay:
1 t
Dy, =Y Y Djx
i=s j#i,j=s

The constraint is:

P P 1, i=s;
Z Xij— Z X =4 —1, =t
J=s,j#i k=s,k#i 0, i ?é s, i 7& t;
X":{ 1’ (i,j)GRS,t;
Y 07 (lv.]) ¢Rs—l‘;

When (i, ) € Ry, that is (i, j) the shortest path,
x;j = 1, otherwise, x;; = 0.

Multi-objective network optimum problem is a typ-
ical combinatorial optimization problem, and it was
a NP-hard, that is their possible searching number of
paths is an exponential growth with the total number
of network nodes growing, so it is difficult to find out
the optimal solutions, only to find out relatively op-
timal non-dominated solutions. This paper solves the
multi-objective network using an improved genetic al-
gorithm and can get better optimal solutions of non-
dominated solutions.

6.2 Applications of hierarchic objective genetic al-
gorithm

The algorithm is used to reflect primarily the fol-
lowing aspects:

International Journal of Intelligent Engineering and Systems, Vol.5, No.1, 2012 16



(1) Coding:

The most critical step in applying a genetic algo-
rithm to a network design is to choose a way to repre-
sent a solution to the problem in a chromosome. A
chromosome is the corresponding representation or
genetic encoding of the individual (solution). Although
the template of genetic algorithms is the same, differ-
ent solution representations lead to complete different
algorithms with different efficiency. In the algorithm,
a chromosome represents a path from source node to
destination node, which may be a feasible solution
and may be not, therefore the checking of the routing
and constraints during each chromosome evaluation
is inevitable, so that a large amount of computation
time is taken on such checking and a repair mecha-
nism is required when any of the constraints is vio-
lated, which can result in the loss of important genetic
material and, thus reduce the efficiency of the search.

In this genetic algorithm, to avoid such inefficient
checking of violation of the constraints, a repair mech-
anism, a chromosome, no matter it is generated ini-
tially or by genetic operators, is a feasible solution. In
practice, different path has different nodes numbers in
the network, so the length of chromosome is different.

(2) Population generation

Assuming the number of nodes at network is m,
Population size n. The chromosome is combined by
the node index 1,2...,m, and the first point (source
node of path) is s, and the last point node is . The
maximum coding length is m, which is each node in
the network belongs to the path. The minimum length
of possible path is 2, directly from the start node to
the end node, no other nodes between s and 7.

In the process of generating the first path, the first
node is fixed to node s, the second node k (k # s and k €
[1,m]) is produced by using random function. When
k = t, the first path coding is ended.

Other paths can be generated by the same method.

(3) The objective layered approach

The objective values include the path length and the
delay. They can be calculated as follows:

t t
Coi=) Y Cjux;

i=s j#ij=s

1 t
Dy =Y Y Dijx;
i=s j#i,j=s
Layered process: Specify mark Front =1 as the be-
ginning.
Step 1: Start to look from the first objective path
length:

@ Find out the shortest length from all unmarked
individuals, and mark ‘front’.

@ Check out whether there exist individuals with
the same length as the shortest path length.

@ Find out the individuals with the shortest delay
among the marked shortest path and remove the rest of
the individuals which have non-minimum path delay.

Step 2: Start to look from the second objective path
length:

@ Find out the individuals with the shortest delay
from the unmarked path or the path marked ‘front’
and mark ‘front+1°.

@ Check out whether there exist individuals with
the same length as the shortest path length. If it is
true, make the same mark.

@ Find out the individuals with the shortest path
length with the mark of ‘front+1” and remove the mark
of the individuals which have non-minimum path length.

@ Convert the mark of the individuals from ‘front+1’
to ‘front’

Step 3: Compare all the individuals with the mark
‘front’. If there exist the individuals that are domi-
nated, remove its mark.

Step 4: Find out the individuals which are unrelated
to the marked individuals in the unmarked individuals
and then mark ‘front’.

Step 5: Find out the non-dominated individuals of
the current population with the mark ‘front’.

Step 6: Increment the mark ‘front’ by one.

Step 7: Loop from step 1 to Step 5 until all the indi-
viduals are identified.

(4) Crossover operation

Genetic operations here mainly include selection,
crossover and mutation.

In order to speed up convergence, the chromosomes
are selected from the first 1/2 layers according to the
above hierarchy in selection process. Its benefit is that
the fitness of the individual does not need to calculate,
the individuals are choose directly to crossover and
mutation operations.

There are lots of cross means. In this algorithm,
because the encoded lengths of the paths may not be
same, this will cause great inconvenience to Crossover.
In order to minimize the complexity of the crossover,
here a single point crossover is used. The crossover
procedure is the following:

First calculate cross paths with crossover probabil-
ity, and then randomly generate cross-location, next
judge the two genes of the first individuals on in this
cross-location. If the two genes are not the start node
or end node, cross the two genes; otherwise the two
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genes do not cross.

In the crossover process, a single point crossover
is used. First of all, a cross point is produced ran-
domly. Two parent chromosomes are then partitioned
into two parts. Two new chromosomes are generated
by exchanging back part of two parent chromosomes.
If there are duplicated nodes in the new chromosomes
after the exchanging, the operation of swapping dupli-
cated nodes between the two resulting chromosomes
is used.

(5) Mutation operation

Mutation, a single point mutation is employed. Firstly,

the number of mutation is calculated by mutation prob-
ability. Then the mutation location is generated ran-
domly and a new node between 1 and m is generated
randomly. If this node exists on the individual, ran-
domly repeat generating another node until a node ap-
pears which does not exist on the individual.

6.3 The experiment result for network design

The network design problem is given by two 8*8

matrices. A matrix is the path length matrix A = [a;;],xn,

where, a;; is the path length between of the node i and
the node ;.

[0 6 3 5 15 20 50 90 ]
6 0 8 17 20 30 12 16
3 8 0 50 70 8 2 35

5 17 50 0 60 30 24 10
15 20 70 60 O 20 50 5
20 30 &8 30 20 0 3 50
15 12 2 24 10 3 0 20
90 16 35 10 5 50 20 O |

Another is delay matrix B = [b;;],xn, Where, b;; is
the delay between the node i and ;.

0 3 5 4 8 10 15 13
30 11 6 7 5 12 1
5 11 0 4 2 8 30 27
4 6 4 0 20 17 11 2
&8 7 2 20 0 13 16 2

10 15 8 17 13 0 7 15
15 2 30 11 16 7 0 8
13 1 27 2 3 15 8 0 |

In the process of using the algorithm to solve this
network, the parameters are set as follows:

The source node is 1 and the destination node is
node 8, the objective numbers is m = 2, the size of
population is N = 50, the probability of crossover is
0.8, the probability of mutation is 0.1, the termination
condition is maximum generation = 100.

The optimum path is (1, 4, 8) and (1, 2, 8), the
path length and postpone are (15, 6) and (22, 4).

7. Conclusion

Aimed at the long running time of layered method
in NSGA algorithm and the slow convergence of the
Pareto optimal solution set resulted from the random
selection mechanism. This paper proposes a new lay-
ered objective approach to deal with the long time
computation during the layering process and also pro-
poses a new selection mechanism to solve the slow
convergence problem of the Pareto optimal solution
set. There is an advantage of no need to calculate the
fitness value with this selection mechanism. The ex-
perimental results show that this algorithm with the
new objective value and the selection mechanism can
greatly accelerate the convergence speed.

The network designs are challenging problems, al-
though the genetic algorithm proposed can achieve the
basic design task and give an optimal solution, it is
necessary to compare performance of this genetic al-
gorithm with the best solution which could be very
difficult to get because it is a NP-hard problem.

The improved multi-objective optimization approach
based on layered objective is used to solve the network
design problems. the genetic algorithm designed in
such a way that it can be easily extended to a high-
connectivity network design while some methods have
a difficulty in doing so or are impossible to do so; the
genetic algorithm is suitable for large network designs
while some methods could break down when the net-
work size increases up to a certain extent due to the
realistic CPU constraints.
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