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Abstract 

Fault diagnosis on a gear box is a difficult problem due to the non-stationary type of 

vibration signals it generates. Usually, one method of fault diagnosis can only inspect one 

corresponding fault category. Vibration based condition monitoring using machine learning 

methods is gaining momentum. In this paper, rough sets theory, is used to diagnose the fault 

gears in a gear box. Through the analysis of the final reducts generated using rough sets 

theory, it is shown that this method is effective for diagnosing more than one type of fault in a 

gear. The performance of rough set method are compared with those of the ID3 decision tree 

algorithm and the results prove that the rough set method has greater capability to bring out 

the different  fault conditions of the gear box under investigation. The study reveals that the 

overall classification efficiency of the decision tree is to some extent better than the 

classification efficiency of rough sets method. 

 
Keywords: Rough set method, Bevel gear box, ID3, Fault classification, Statistical features, 

Fault detection 

 

1. Introduction 

A faulty gear system could result in serious damage if defects occur to one of the gears 

during operation. Early detection of the defects, therefore, is crucial to prevent the system 

from malfunctioning, which could cause damage or entire system halt. Diagnosing a gear 

system by examining vibration signals is the most commonly used method for detecting gear 

failures. The conventional methods for processing measured data include the frequency 

domain technique, time domain technique, and time-frequency domain technique. These 

methods have been widely employed to detect gear failures. The use of vibration analysis for 

gear fault diagnosis and monitoring has been widely investigated and its application in 

industry is well established [1-3]. However, up to now, it has been difficult to diagnose more 

than one category of faults using conventional methods. This is especially so in diagnosing 

the dynamic characteristics of rotating machinery, such as compressors, gears and engines. 

This is due to the complex structure of the machinery and the nature of vibration signals 

generated [4].There has to be a method to diagnose more than one category of faults in a 

generic manner. A method based on rough sets theory is proposed and implemented in this 

paper, Z. Pawlak (Poland) first proposed rough sets theory in 1982. This method has been 

used in many areas, such as medical diagnosis [5], stock market forecasting [6], fault 

diagnosis in the engineering domain [7], decision making for banking [8] and some other uses 

[9]. Rough set theory (RST), as proposed by Pawlak, is a useful mathematical approach to 

solve the problem with imprecise, uncertain and vague information. Owing to its advantage 

that the importance of various attributes is evaluated and certain key attributes are retained 
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with no additional knowledge except for the supplied data required, RST, as an important 

information processing tool, has achieved excellent performance in a wide variety of 

applications including data mining, pattern recognition and fault diagnosis [11-15].  

Recent research progress in database technologies has created a significant interest in 

knowledge discovery in databases and data mining [16]. Knowledge discovery refers to the 

automation of knowledge extraction from large databases [17-19]. A wide variety of artificial 

intelligence techniques are used for rule induction from these large databases [20], and 

algorithms are developed to learn the regularities from the rich data [21]. These techniques 

include neural networks [22], ID3 (Decision tree) [23, 24] and rough sets [25].  

RST and ID3 eliminate superfluous attributes in the process of determining significant 

attributes for classification. It has been shown that, under special circumstances, when the 

distribution of objects in the boundary region of a rough set is equally probable, the criteria 

for selecting dominant attributes is a special case of ID3 [26]. A large amount of literature 

exists for the classification of faults in gear boxes, but the comparison of the RST and ID3 

rules have not been reported widely. 

In this paper, RST and the ID3 algorithm are applied to diagnose the fault types simulated 

in a gear box. The vibration signals are extracted from the different conditions of the gear 

box. Then the statistical features of the vibration data are extracted and classified using ID3 

rules and RST. Gear boxes with the following conditions of the gear box are studied: good 

bevel gear, bevel gear with tooth breakage (GTB), bevel gear with crack at root of the tooth 

(GTC), and bevel gear with face wear of the teeth (TFW) for various loading and lubrication 

conditions. The overall classification efficiency of ID3 algorithm and rough set method are 

compared and the results are presented.  
 

2. Experimental Studies 

The fault simulator with sensor is shown in Figure 1 and details of the bevel gear box are 

shown in Figure 2. A variable speed DC motor (0.5 hp) with a maximum speed of 3000 rpm 

is the basic drive. A short shaft of 30 mm diameter is attached to the shaft of the motor 

through a flexible coupling; this is to minimize effects of misalignment and transmission of 

vibration from the motor. The shaft is supported at its ends by two roller bearings. From this 

shaft the motion is transmitted to the bevel gear box by means of a belt drive. The gear box is 

of dimensions 150 mm X 170 mm X 120 mm, the full lubrication level is 110 mm, and half 

lubrication level is 60 mm. SAE 40 oil was used as the lubricant. An electromagnetic spring 

loaded disc brake was used to load the gear wheel. A torque of 8 N m was applied at the full 

load condition. The various defects are created in the pinion wheels and the mating gear 

wheel is not disturbed. With the sensor mounted on top of the gear box, vibration signals are 

obtained for various conditions. The selected area is made flat and smooth to ensure effective 

coupling. A piezoelectric accelerometer (Dytran model) is mounted on the flat surface using a 

direct adhesive mounting technique. The accelerometer is connected to the signal-

conditioning unit (DACTRAN FFT analyzer), where the signal goes through the charge 

amplifier and an Analogue-to-Digital Converter (ADC). The vibration signal in digital form is 

fed to a computer through a USB port. The software, RT Pro-series, that accompanies the 

signal conditioning unit is used for recording the signals directly in the computer’s secondary 

memory. The signal is then read from the memory and replayed and processed to extract 

relevant features. 
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Figure 1. Fault Simulator Setup 
 

 

Figure 2. Inner View of Bevel Gear Box 

 

2.1. Experimental Procedure 

In the present study, four pinion wheels whose details are as mentioned in Table 1 were 

used. One was a new wheel and was assumed to be free from defects. In the other three pinion 

wheels, defects were created using Electric Discharge Machining in order to keep the size of 

the defect under control. The details of the various defects are depicted in Table 2 and their 

views are shown in Figure 3(a) to Figure 3(c). The size of the defects is a little larger than one 

would normally encounter in practical situation; however, it is in line with work reported in 

the literature [27]. The vibration signal from the piezoelectric pickup mounted on the test 

bearing was taken, after allowing initial running of the gear box for some time. 
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Table 1. Details of Faults under Investigation 

Gears Fault Description Dimension (mm) 

G1 Good -- 

G2 Gear Tooth Breakage (GTB) 8 

G3 Gear with Crack at root (GTC) 0.8 x 0.5 x 20 

G4 Gear with Face Wear 

(TFW) 

0.5 

 
The sampling frequency was 12,000 Hz and sample length was 8192 for all speeds and all 

conditions. The sample length was essentially chosen arbitrarily. However, the following 

points were considered, as statistical measures are more meaningful with larger sample sizes. 

Table 2. Gear Wheel and Pinion Details 

Parameters Gear Wheel Pinion Wheel 

No. of teeth 35 25 

Module 2.5 2.5 

Normal pressure angle 20
0
 20

0
 

Shaft angle 90
0
 90

0
 

Top clearance 0.5 mm 0.5 mm 

Addendum 2.5 mm 2.5 mm 

Whole depth 5.5 mm 5.5 mm 

Chordal tooth thickness 3.93
-0.150

 mm 3.92
-0.110

 mm 

Chordal tooth height 2.53 mm 2.55 mm 

Material EN8 EN8 

 

 

Figure 3. (a) View of Good Pinion Wheel, (b) Pinion Wheel with Face Wear 
(TFW), (c) Pinion Wheel with Tooth Breakage (GTB) and (d) Pinion Wheel with 

Tooth Crack(GTC) 
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On the other hand, as the number of samples increases so does the computational time. To 

strike a balance, a sample length of around 10000 was chosen. In some feature extraction 

techniques, which will be used with the same data, the number of samples is required to be 2
n
. 

Table 3. Abbreviations and their Description 

Abbreviation Gears Considered Lubrication Load 

d_noload Good, GTB, TCW, TFW Dry No Load 

d_fulload Good, GTB, TCW, TFW Dry Full Load 

h_noload Good, GTB, TCW, TFW Half No Load 

h_fulload Good, GTB, TCW, TFW Half Full Load 

f_noload Good, GTB, TCW, TFW Full No Load 

f_fulload Good, GTB, TCW, TFW Full Full Load 

 
The nearest 2

n 
to 10,000 is 8192 and hence this was chosen as the sample length. Many 

trials were taken at the set speed to obtain vibration signal data. The raw vibration signals 

acquired for various experimental conditions from the gear box using FFT are shown in 

Figure 4(a) to Figure 4(d). 

 

 

Figure 4(a). Vibration Signals for Good Pinion Wheel (Good) under 
different Lubrication and Loading Conditions 

 

 

Figure 4(b). Vibration Signals for Pinion Wheel with Teeth Breakage (GTB) 
under different Lubrication and Loading Conditions 
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Figure 4(c).Vibration Signals for Pinion Wheel with Crack at Root (GTC) under 
different Lubrication and Loading Conditions 

 

 

 

Figure 4(d). Vibration Signals for Pinion Wheel with Teeth Face Wear (TFW) 
under different Lubrication and Loading Conditions 

 

3. Feature Extraction using Rough Set Method 

Rough Sets Theory [28] is a new mathematical tool to handle vagueness and uncertainty 

inherent in making decisions. Rough Set Theory finds applications primarily in some 

branches of artificial intelligence and cognitive sciences, such as machine learning, 

knowledge discovery from databases, expert systems, inductive reasoning, automatic 

classification, pattern recognition and learning algorithm. Since Z. Pawlak proposed the RST 

in 1982, this theory has been well studied by many researchers and has made great progress. 

Due to its advantage, which include the elimination of the need for additional information 

about data and the ability to extract rules directly from data itself, this theory has been used in 

more and more domains [29]. In the methodology, a database is regarded as a decision table, 

which is made up of the universe of discourse, a family of equivalence relations over the 

universe, condition attributes and decision attributes. The rule discovery process in rough set 

analysis involves simplifying the decision tables with elimination of superfluous attributes 

and values of attributes, and determining simple rules relating condition and decision 

attributes. Since its introduction, the rough set method has increasingly been applied to derive 
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rules, to provide reasoning and to discover relationships in qualitative, incomplete, or 

imprecise data. This capability is especially important for fault diagnosis. In the following 

section, the fundamental knowledge about RST is introduced. 

 

3.1. Information Systems 

The process of dividing the universe of objects into different categories is called 

classification; RST deals with the analysis of this classificatory property of a set of objects. 

Large datasets acquired from measurements or from human experts may, for instance, 

represent vague, uncertain or incomplete knowledge. RST provides the means to discern and 

classify objects in datasets of this type, when it is not possible to divide the objects into 

defined categories. 

In RST knowledge is represented in information systems. An information system is a 

dataset, such as that represented in Table 6. Each row in the table represents an object, for 

instance a case or an event. Each column in the table represents an attribute, for instance, a 

variable, an observation or a property. To each object (row) there are assigned some attribute 

values. 

 

An information system is defined as  

 

          (1) 

 

U is the nonempty finite set of objects called the Universe. 

A the nonempty finite set of attributes such that 

 

for every , where  is the value of set . 

 

The information system is shown in Table 6. The objects (rows) in the table are statistical 

features for different fault conditions of the gear box. Different attributes (columns) are 

measured for each fault condition. The measured attributes are mean, standard error, median, 

standard deviation, standard variance, kurtosis, skewness, range, minimum, maximum and 

sum. 

 

3.1.1. Indiscernibility 

One of the most important concepts of RST is indiscernibility, which is used to define 

equivalence classes for the objects. Given a subset of attributes  each such subset 

defines an equivalence relation INDA(B) called an indiscernibility relation. This 

indiscernibility relation is defined as 

 

INDA(B)                             (2) 

 

where  x and x’ are objects in A. 
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Eq. (2) states that the subset of attributes, B, will define the partition of the universe into sets 

such that each object in a set cannot be distinguished from other objects in the set using only 

the attributes in B. The sets into which the objects are divided are called equivalence classes. 

 

3.1.2. Decision Systems 

In the information system the new attribute represents some classification of the objects. 

The system is called a decision system: 

 

, 

 

where d is the decision attribute. The elements of A are called conditional attributes or 

conditions. 

 

The decision is not necessarily constant on the equivalence classes. That is, for two objects 

belonging to the same equivalence class, the value of the decision attributes may be different. 

In this case, the decision system is inconsistent (non-deterministic). If a unique classification 

can be made for all the equivalence classes, the system is consistent (deterministic). The 

decision attribute is introduced in the information system. This decision attribute states the 

good and different faulty conditions of the gear box. The decision system is shown in Table 6. 

 

3.1.3. Set Approximation 

In order to classify an object based only on the equivalence class to which it belongs, the 

concept of set approximation is used. Given an information system, , and a subset 

of attribute, , to approximate a set of objects, X, using only the information contained in 

B: 

 

B           (3) 

 

B  is the lower approximation of X; 

 

        (4) 

 

where  is the upper approximation of X. 

 

The lower approximation is the set containing all objects for which the equivalence class 

corresponding to the object is a subset of the set. This set contains all objects which certainly 

belong to the set X. 
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The upper approximation is the set containing the objects for which the intersection of the 

object’s equivalence class and the set to be approximated is not the empty set. This set 

contains all objects which possibly belong to the set X. Then the boundary region is defined: 

 

X                     (5) 

 

3.1.4. Reducts 

In most of the cases not all of the knowledge in an information system is necessary to 

divide the objects into classes. In these cases, it is possible to reduce knowledge. Reducing 

the knowledge results in reducts. A reduct is a minimal set of attributes. , such that 

 

                     (6) 

 

A total of 11 reducts were obtained from the decision table and are given in Table 4. 

 

3.1.5. Discernibility Matrices 

A discernibility matrix of    is a symmetric  matrix with entries 

 

  for i, j 1 to n. 

 

The entries for each object are thus the attributes that are needed in order to discern object i 

from object j. 

 

3.1.6. Discernibility Functions 

A discernibility function can be built from the discernibility matrix. A discernibility 

function  for an information system  is a Boolean function of m Boolean variables 

 defined as below, where , 

 

                        (7) 

 

The discernibility function is a conjuction of all the entries in the discernibility matrix that 

are not the empty set. The conjuction may, if possible, be simplified. The results of 

simplification are the possible reducts for the information system. It is also possible to 

generate a discernibility function from the discernibility matrix for one of the objects in the 

information system.  
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Table 4. Condition Attributes and their Frequency in Reducts 

(a) 

Condition 
Dry_No 

Load 
  

Dry_Full 

Load 
  

Attribute  Frequency 
Frequency 

(%) 
Frequency 

Frequency 

(%) 

Standard 

Error 
7.1 7.1 1 5.3 

Mean 14.3 14.3 3 15.8 

Median 14.3 14.3 3 15.8 

Range 14.3 14.3 1 5.3 

Standard 

Deviation 
7.1 7.1 1 5.3 

Variance 7.1 7.1 1 5.3 

Kurtosis 7.1 7.1 1 5.3 

Skewness 7.1 7.1 3 15.8 

Minimum 7.1 7.1 3 15.8 

Maximum 7.1 7.1 1 5.3 

Sum 7.1 7.1 1 5.3 

 
This is done by considering only one row (or column) in the discernibility matrix, and 

forming a conjuction of all the entries in the row (or column). The possible reducts for the 

particular object are obtained by simplifying this conjunction. 

The role of different attributes in reducts for different conditions of the gear are given in 

Table 4a to 4c. Also highlighted in these tables are the attributes which contribute more in the 

reducts for the fault identification and these reducts are used further to classify the faults after 

testing the rules. Frequency and frequency percentage is the number of times that a particular 

attribute contributes to the reducts. It is also shown in the table. Frequency is the measure of 

the “strength” of the reduct in studying and classifying the different conditions of the gear 

under investigation.  

 

(b) 

Condition 
Half Lub_No 

Load 
  

Half Lub_Full 

Load 
  

Attribute  Frequency 
Frequency 

(%) 
Frequency 

Frequency 

(%) 

Standar 

d Error 
1 2.9 1 5.9 

Mean 5 14.3 2 11.8 

Median 5 14.3 3 17.6 

Skewness 5 14.3 1 5.9 
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Range 5 14.3 3 17.6 

Minimum 5 14.3 1 5.9 

Maximum 5 14.3 1 5.9 

Standard 

Deviation 
1 2.9 1 5.9 

Variance 1 2.9 1 5.9 

Kurtosis 1 2.9 2 11.8 

Sum 1 2.9 1 5.9 

 

 

(c) 

Condition 
Full Lub_No 

Load 
  

Full 

Lub_Full 

Load 

  

Attribute  Frequency 
Frequency 

(%) 
Frequency 

Frequency 

(%) 

Standard 

Error 
1 4.2 1 7.1 

Mean 3 12.5 2 14.3 

Kurtosis 4 16.7 1 7.1 

Skewness 4 16.7 1 7.1 

Maximum 4 16.7 1 7.1 

Standard 

Deviation 
1 4.2 1 7.1 

Median 3 12.5 2 14.3 

Variance 1 4.2 1 7.1 

Range 1 4.2 1 7.1 

Minimum 1 4.2 2 14.3 

Sum 1 4.2 1 7.1 
 

 

Table 5. Reducts 

Reducts 

Dry_Noload 

Dry_Full 

Load Half Lub_No load 

Half Lub_full 

Load Full Lub_No Load 

Full Load_Full 

Load 

Mean Mean Mean Mean Mean Mean 

Median Median Median Median Median Median 

Range Skewness Range Range Skewness Minimum 

  Minimum Skewness Kurtosis Maximum   

 



International Journal of Artificial Intelligence and Applications for Smart Devices 

Vol. 1, No. 1 (2013) 

 

 

52   Copyright ⓒ 2013 SERSC 
 

Table 5 gives the details about the reducts selected for different conditions of the gear box 

which play a dominant role in classifying the various faults of gear the under different 

conditions of study. It can be seen from the table that mean, median, range, minimum, range, 

skewness and kurtosis are the salient statistical features that contribute in diagnosing the 

various faults of the gear. 

 

 

Figure 5. Flow Diagram of Classification using Reducts 

Figure 5 illustrates how classifications are carried out for various conditions of the gear. 

Based on the training, the rules are formed and tested with test data, and the final decisions 

are stored. 80 out of 100 datasets were used for training and obtaining the reducts and the 

remaining 20 datasets were tested and the results stored. 
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Table  6. Sample Information and Decision System 
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Table 7. Classification of Gear Faults using Reducts 
(a) 

 
 

(b) 

 
 

(c) 

 

 



International Journal of Artificial Intelligence and Applications for Smart Devices 

Vol. 1, No. 1 (2013) 

 

 

Copyright ⓒ 2013 SERSC   55 
 

(d) 

 
 

(e) 

 
 

(f) 
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Figure 6. Overall Classification Efficiency of Gear Faults using Reducts 
 

Table 7(a) to 7(f) shows the results of classification of different gear faults using reducts. 

The table presenting the classification results provides a variety of information. The central 

part is occupied by the confusion matrix. Rows in this matrix correspond to actual decision 

classes (all possible values of decision) while columns represent decision values as returned 

by the classifier while classifying the data. Table 8(a) shows that the reducts predict the 

different gear faults in dry-no-load condition accurately, except for gear tooth breakage 

(GTB). Only 8 instances are predicted accurately out of a total of 20 objects. Total accuracy is 

the ratio of the number of correctly classified cases to the number of all tested cases. The total 

accuracy is 1 for this case. Total coverage that were recognised by the classifier in the case of 

gear tooth breakage is around 0.4. However the overall coverage accuracy for the dry-no-load 

condition of the gear box is as high as 0.85. The other tables give the results for other 

conditions of the gear box. Figure 6 gives the overall classification efficiency of the reducts 

selected. This shows that, overall RST has a great capability in studying and predicting 

different faults of the gear under investigation. For all the conditions of the gear box the 

classification efficiency is 100%, but the coverage efficiency is a maximum of 98.2% in the 

case of half lubrication, full load condition. In the case of dry lubrication full load condition, 

the coverage efficiency is as low as 57.50%. This may be attributed to the smaller number of 

instances or the strength of the reducts are not good. But overall the performace of the 

reducts, and thereby RST seems to be promising for fault diagnosis of the gear box under 

investigation. 

 

4. Using ID3 Algorithm for Gear Fault Classification 

ID3 is a tree-based knowledge representation methodology used to represent classification 

rules. A standard tree induced with c5.0 (or possibly ID3 or c4.5) consists of a number of 

branches, one root, a number of nodes and a number of leaves. One branch is a chain of nodes 

from the root to a leaf; and each node involves one attribute. The occurrence of an attribute in 

a tree provides the information about the importance of the associated attribute [29]. The 
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procedure of forming the Decision Tree and exploiting the same for feature selection is 

characterized by the following. 

1. The available set of features forms the input to the algorithm; the output is the Decision 

Tree. 

2. The Decision Tree has leaf nodes, which represent class labels, and other nodes associated 

with the classes being classified. 

3.  The branches of the tree represent each possible value of the feature node from which they 

originate. 

4. The ID3 can be used to classify feature vectors by starting at the root of the tree and 

moving through it until a leaf node, which provides a classification of the instance, is 

identified.  

5. At each decision node in the Decision Tree, one can select the most useful feature for 

classification using appropriate estimation criteria. The criterion used to identify the best 

feature invokes the concepts of entropy reduction and information gain – discussed in the 

following sub section.  

 

4.1. Information Gain and Entropy Reduction 

Information gain measures how well a given attribute separates the training examples 

according to their target classification. The measure is used to select among the candidate 

features at each step while growing the tree. Information gain is the expected reduction in 

entropy caused by portioning the samples according to this feature. 

Information gain (S, A) of a feature A relative to a collection of examples S, is defined as: 

 

    

    

      

    

                                                                     [30] 

 

where, Values (A) is the set of all possible values for attribute A,  

 

Sv is the subset of S for which feature A has value v (i.e., Sv = {s  S | A(s) = v}). 

 

Note the first term in the equation for Gain is just the entropy of the original collection S 

and the second term is the expected value of the entropy after S is partitioned using feature A. 

The expected entropy described by the second term is simply the sum of the entropies of each 

subset Sv, weighted by the fraction of samples |Sv|/|S| that belong to Sv. Gain (S,A) is therefore 

the expected reduction in entropy caused by knowing the value of feature A. Entropy is a 

measure of homogeneity of the set of examples and is given by  

 

 

          (8) 

 
 

The algorithm identifies the good features for the purpose of classification from the given 

training data set, and thus reduces the domain knowledge required to select good features for 
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the pattern classification problem. The decision trees shown in Figure 7a to Figure 7f are for 

various lubrication and loading conditions of different gear faults compared with good 

conditions of the pinion gear wheel.  

Based on the trees it is clear that of all the statistical features, standard error plays a 

dominant role in fault classification. The decision tree algorithm with the help of a single 

statistical parameter is able to diagnose the various gear faults better than that requiring 11 

statistical parameters required from RST. These features are used for training and testing the 

algorithm and the test results are tabulated in Table 8a to 8f.  

 

 

Figure 7a. Good-Dry-No Load Vs GTB, GTC, TFW-Dry-No Load 
 

 

 

Figure 7b. Good-Dry-Full Load Vs GTB, GTC, TFW-Dry-Full Load 
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Figure 7c. Good-Half-Lub-No Load Vs GTB, GTC, TFW-Half-Lub-No Load 
 

 

Figure 7d. Good- Half-Lub -Full Load Vs GTB, GTC, TFW- Half-Lub -Full Load 

 

 

Figure 7e. Good-Full-Lub-No Load Vs GTB, GTC, TFW-Full-Lub-No Load 
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Figure 7f. Good- Full-Lub -Full Load Vs GTB, GTC, TFW- Full-Lub -Full Load 
 

Table 8. Classification of Gear Faults using Decision Tree 

(a) 

Condition Dry No Load 

Actual 

Predicted 

  Good GTB TCW TFW 

Good_Dry_No Load 99 0 0 1 

GTB_Dry_Nol Load 0 100 0 0 

TCW_Dry_No Load 0 0 100 0 

TFW_Dry_No Load 0 0 0 100 

 

(b) 

 

(c) 

Condition Half Lubrication No Load 

Actual 

Predicted 

  Good GTB TCW TFW 

Good_Half Lub_No 

Load 
99 0 0 1 

Condition Dry Full Load 

Actual 

Predicted 

  Good GTB TCW TFW 

Good_Dry_Full Load 100 0 0 0 

GTB_Dry_Full Load 0 100 0 0 

TCW_Dry_Full Load 1 0 99 0 

TFW_Dry_Full Load 0 0 0 100 
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GTB_Half Lub_Nol 

Load 
0 100 0 0 

TCW_Half Lub_No 

Load 
0 0 100 0 

TFW_Half Lub_No Load 0 1 0 99 

 

(d) 

Condition Half Lubrication Full Load 

Actual 

Predicted 

  Good GTB TCW TFW 

Good_Half Lub_Full Load 99 0 0 1 

GTB_Half Lub_Full Load 0 100 0 0 

TCW_Half Lub_Full Load 0 0 100 0 

TFW_Half Lub_Full Load 0 1 0 99 

 

 

(e) 

Condition Full Lubrication No Load 

Actual 

Predicted 

  Good GTB TCW TFW 

Good_Full Lub_No Load 99 0 0 1 

GTB_Full Lub_Nol Load 0 100 0 0 

TCW_Full Lub_No Load 0 0 100 0 

TFW_Full Lub_No Load 0 0 0 100 

 

(f) 

Condition Full Lubrication Full Load 

Actual 

Predicted 

  Good GTB TCW TFW 

Good_Full Lub_Full 

Load 
99 0 0 1 

GTB_Full Lub_Full 

Load 
0 100 0 0 

TCW_Full Lub_Full 

Load 
1 0 99 0 

TFW_Full Lub_Full 

Load 
0 1 0 99 

 
Table 8a to 8f shows the results of classification of different gear faults using ID3 reducts. 

The table presenting the classification results provides a range of information. The central 

part is occupied by the confusion matrix. Rows in this matrix correspond to actual decision 

classes (all possible values of decision) while column represent decision values as returned by 

the classifier while classification. Table 8a shows that the algorithm predicts the different gear 

faults in dry-no-load condition accurately except gear tooth face wear (TFW). But only one 
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instance of good condition is predicted as tooth face wear. Other faults are classified or 

diagnoised accurately. In case of Table 8b, it can be seen that all the falts of the gear are 

classified accurately except one instance of misclassification. 1 instance of tooth crack is 

misclassified as gear tooth wear. The same interpretation can be made for the other tables. 

Based on all the above tables it is found that the ID3 algorithm classifies all the faults of the 

gear under investigation with a high level of accuracy. 

 

5. Discussion 

The use of RST and ID3 algorithm for statistical features extracted from the vibration 

signatures of the gear box was found to be very efficient for classification of the faults of the 

gear box. So far the traditional methods were employed to detect the one fault category of 

gears. But here in this work RST and ID3 algorithm is employed for classifying, thereby 

diagnosing more than one faults of the gears under investigation.  

Out of all statistical features it was found that mean, median, range, minimum, range, 

skewness and kurtosis are the salient statistical features that contribute in fault diagnosing the 

various faults of the gear using RST. In the case of the ID3 algorithm, standard error plays a 

dominant role in classifying the various faults. It helps to reduce the number of data to be 

processed for the condition monitoring of the gear box, thereby reducing the processing time 

to a great extent. The key success in condition monitoring any equipment lies in the ease and 

fastness of arriving at the decisions. This work reports that both RST and ID3 algorithm have 

a promising potential in arriving at decisions on the conditions of the component under 

investigation. Comparing both these methods, the ID3 algorithm is superior to the RST 

method in the amount of data to be handled and the time required at arriving at the decisions, 

which is very crucial in condition monitoring.  

 

6. Conclusion 

The present paper dealt with the application of the rough sets idea and ID3 algorithm to 

fault classification of gear boxes. A measure of classification accuracy, which can serve also 

as a criterion for feature selection, was developed in order to be used in condition monitoring 

of the component chosen for study. Feature selection via RST and the D3 algorithm was 

illustrated using real data from the vibration signatures of the component considered for 

study. Fault diagnosis of gear box is a core research area in the field of condition monitoring 

of rotating machines. A comparative study of the classifying ability of RST method and the 

ID3 algorithm was performed. It was found that ID3 algorithm performs significantly better 

than the RST method, in the area of quickness at arriving the decisions and data to be 

processed, which is very crucial in condition monitoring.  
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