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Abstract 

     Delta modulation plays a key role in data communication; the problem encountered in 
delta modulation is the slope over load error, which is inherent in the system. In order for the 
signal to have good fidelity, the slope-overload error needs to be as small as possible. 
Adaptive delta modulation reduces the slope over load error to a greater extent. ADM 
attempts to increase the dynamic range and the tracking capabilities of fixed step-size delta 
modulation. The adaptive algorithms adjust the step size (from a range of step sizes) to the 
power level of the signal and thus enhance the dynamic range of the coding system 
appreciably. This paper suggests a novel 1-bit Adaptive Delta Modulation technique for 
improving the signal-to-noise ratio (SNR) of Adaptive Delta Modulators (ADM). Various 
step-size algorithms are discussed and also their performance comparison is made. A new 
technique has also been discussed with a suitable pre-filer used for improving the SNR.   

  

     Keywords: Adaptive Delta Modulation, Delta Modulation, A/D conversion, Pre-processing, Speech 

processing. 

 
1. Introduction 
 

   Non-adaptive delta modulation is known by the name of Linear Delta Modulation 
(LDM). Linear Delta Modulation [1] uses a constant step size for all the signal  levels. In 
designing a linear delta modulator, the step size and sampling rate are the main concern. The 
signal-to-granular noise ratio must be minimized so that the low level signal can be encoded. 
The signal-to-slope-overload distortion ratio must be minimized to encode the highest level 
signals. Minimizing these optimizes the performance of a linear delta modulator. The LDM 
suffers from a very limited dynamic range due to two types of errors, namely, the slope-
overload noise and the granular noise as shown in Fig 1.  Slope-overload occurs when the 
step size S is too small for the staircase approximation of the input x(n) to follow the steep 
segments of input waveform. In other words, slope-overload occurs when the rate of change 
of input exceeds the maximum rate of change in the feedback loop. Granular noise occurs 
when the step size is too large relative to slope characteristic of input waveform, thereby 
causing the staircase waveform to hunt around a relatively flat segment of the input 
waveform. Smaller the step size, smaller is the granular noise, but small step size increases 
the likely hood of slope-overload. 
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Figure 1. LDM and its characteristics 
 

Analysis of LDM quantization noise have been carried out by several researchers. 
Important among them are the work of Van de weg [2] and Goodman [3] for granular noise 
and Greenstein [4] for the slope-overload.  

O’Neal [5] has obtained a simple estimate of total resultant noise power when the variance 
of granular and overload noise are added together. But due to the non-linearity, an exact 
analysis has not been presented. However, an analysis reported by Slepian [6] gives an exact 
relationship between SNR and optimum step size for Gaussian signals with a (non-band 
limited) rational power spectrum. Other notable mathematical derivations in this subject are 
the SNR formulae as given by Tomozaw and Kaneko [7] and Johnson [8] for sinusoidal 
inputs. 

Adaptive delta modulation (ADM) [9] reduces the slope-overload and granular distortions 
encountered in linear delta modulators (LDM) to a greater extent. In each of the step-size 
algorithms of  adaptive delta modulators (ADM), the processor detects the pattern to see if the 
delta modulator is operating in the granular noise region, in which case it produces an 
alternating ……1010….. pattern, or in the slope over load region in which case it produces an 
all-1 or all-0 pattern. If the ADM senses a …1010…. pattern, it decreases the step-size and if 
it senses …..1111…. or ….0000…. it increases the step-size. Different step-size adaptation 
algorithms changes the rate of change of step-size in different ways.  A good amount of work 
has been done in this area using SONG[10] and modified ABATE[11] step-size algorithms. 
In the case of SONG algorithm if the output is alternatively …1010… the step-size is 
minimum say S0. If it is continuous 1’s like 1111…11 or continuous zero’s like 0000…00,  
the step-size adaptation increases the magnitude of step-size as S0, 2S0, 3S0, etc., Modified 
ABATE algorithm is same as SONG but maximum step-size is limited to 8S0. In both SONG 
and modified ABATE algorithms, the rate of change of step-size in the slope- overload region 
is  S0. 

A new algorithm is introduced where the rate of change of step-size in slope-overload 
region is made greater than S0. This reduces slope-overload noise. It is shown that the 
performance can be further improved by pre-processing the input signal.  

The proposed scheme is compared with SONG and modified ABATE algorithms 
considering sine wave and arbitrary speech sample with SNR as the performance criterion. 
The arbitrary sample speech waveform in the illustration is taken from the speech sound “i i i 
i i” which is shown in Fig.2.  
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Figure 2. Sample speech signal ‘ i i i i i ‘ 

The organization of the paper is as follows which includes the experimental results. 
Section 2 discusses SONG and modified ABATE step-size adaptation algorithms. The 
proposed new step-size adaptation algorithm is presented in section 3. Comparisons 
with SONG, modified ABATE and the proposed algorithms are made in section 4.  In 
section 5, the proposed ADM with pre-processing of message signal using an integrator 
is discussed.  Section 6 summarizes the conclusions. 

 
2. The existing step-size adaptations    
 
2.1. SONG Algorithm 

 
Let m t  be the input signal and  be its staircase approximation. Let error, 

 at the kth  sampling instant. k = 0 , 1, 2, 3, . . . .  e(k) can be of positive 
or negative value. The kth transmitted symbol is ‘1’ if e(k) > 0, otherwise it is ‘0’ if e(k) < 0. 
If e(k) = 0 , either ‘1’ or ‘0’ can be transmitted.  

 The SONG algorithm used by NASA[12] produces the step-size S k    1  which 
minimizes the mean-square error between m t  and . In the implementation of the 
SONG system ±5 V was the maximum signal level and the minimum step-size was So  = 10 
mV. The algorithm is illustrated in Fig 3. Here we see that as long as e k  is of the same sign 
as e k  ‐  1  the magnitude of the new step-size S k    1  will exceed the magnitude of the old 
step-size S k  by So, the minimum step-size. However, if e k  and e k  ‐  1  differ in sign, the 
magnitude of S k    1  will be less than the magnitude of S k   by the amount So. The 
equation describing the  SONG algorithm is then                              

 
    (1) 

 
The algorithm can also be written in terms of the following equation. 

 

  (2)

 
Note that S k 1  depends on S k  and on the two past errors e k  and e k‐1 . S0 is 

the minimum step-size. 
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Figure 3. Adaptive delta modulation showing the changing step size and bit 

pattern produced using SONG algorithm. 
 

2.2. Modified ABATE algorithm 
 

The modified ABATE algorithm is another step-size adaptation algorithm and is more 
susceptible to slope overload than the SONG algorithm. The unique feature of this algorithm 
is that it is designed to adaptively follow the received signal even in a channel with high error 
rate of approximately 10-1 [13]. The equation describing the modified ABATE algorithm is 
 

 

(3) 
 
When an error occurs in the received data stream the step size processor will produce 

erroneous step sizes until a correctly received data transition is detected. This feature of the 
proper step size recovery is illustrated in Figure 4. The average number of erroneous step 
sizes following a received error in the modified ABATE algorithm is less than other  ADM 
algorithms apart from SONG algorithm [12].  
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Figure 4. Modified-ABATE waveforms with channel errors showing step size 
recovery 

 

3. The Proposed step-size adaptation  
 

The new proposed technique for the step-size adaptation is described as 
 

 
(4) 

 is the adaptation parameter nearly equal to 1 but, greater than 1. . 
 

In this algorithm the rate of change of step-size in the slope-overload  can be So  or 
So  or So etc., By proper choice of 1, the rate of change of step-size can be made 

greater than  So.   It  is  seen  that  choice  of   gives a better performance to slope overload and 
the parameter   takes care of the granular noise as a result of which a better performance is 
obtained as compared to SONG and modified ABATE algorithms. This can be observed in 
the performance comparison described in section 4. 

 
4. Performance Comparison  
 

 In this section, the computer simulation results for comparing the performance of the 
proposed step-size adaptation algorithm with SONG and the modified ABATE algorithms are 
presented.  is taken as 1.1 and So=0.1.  
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Figures 5 and 6 show the performance comparison of proposed algorithm with SONG 
algorithm and proposed algorithm with modified ABATE algorithm  respectively with sine 
wave of 1kHz, amplitude 3V peak with sampling frequency of 16kHz. It is seen that in both 
cases the proposed step-size algorithm gives a better stair case approximation compared to 
SONG and modified ABATE algorithms. 

 

 
 

Figure 5.  Performance comparison of SONG algorithm with Proposed Algorithm. 
 

 
 

Figure 6. Performance comparison of ABATE algorithm with Proposed Algorithm. 
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4.1 SNR Calculation 
 

The signal-to-quantization noise ratio (SNR) of the ADM will be employed as the 
performance criterion for comparison [13] - [16]. In the previous section, it is seen from 
figures 5 and 6, for a sinusoidal signal of 1kHz and amplitude 3V, the proposed scheme 
performs better compared to SONG and ABATE algorithms. In this section, a sample of 
speech is taken as input signal and the performance is compared using SNR as criteria. The 
sample speech waveform in the illustration is the speech sound “i i i i i” used as input as 
shown in Fig.2. The  positive peak is 0.8 V and maximum frequency is 3.8kHz  with 
sampling frequency of 16kHz. The SNR was calculated using standard formula 
  

                                                                             (5) 
 

 →  Samples of original signal (speech signal) 
 

 →   Samples of final reconstructed signal 
 

 →  Error signal 
 

 →  Squared Error signal 
 

Where  N is the total  number of samples of the input speech and is equal to 16000 
samples.  

In fig. 7(a), the performance comparison of the proposed step-size adaptation algorithm 
with the SONG and the modified ABATE algorithms in a noiseless channel for 16kHz is 
described and in fig. 7(b) the same plot  of fig.7(a) is shown but the input strength is 
displayed for -7dB to -1dB. It is seen that the proposed step-size algorithm gives performance 
improvement compared to the existing algorithms, when the input strength is in the range -
7dB to -1dB. 

 

 (a) 
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(b) 

Figure 7.  Performance Comparison of the proposed step-size adaptation 
algorithm with the SONG and the modified ABATE algorithms. (a) Plot for Input 

strength varied from -25dB to 10dB (b )plot for  Input strength varied from  -7dB 
to -1dB. 

 

5. Pre-Processing  
 

In this section we show that the proposed ADM has better performance than the 
conventional ADM [13] – [16]. Integrator and differentiator circuits are employed for pre-
processing and post-processing the signals respectively. The purpose of pre-filtering is to 
prevent or minimize aliasing effects which can be perceptually very objectionable in speech 
and image coding. The band limited speech signal is integrated by employing a first order low 
pass filter. A first order high pass filter followed by a low pass filter to reduce noise are used 
in the decoder section for the purpose of differentiation and noise reduction. Conventional 
ADM and proposed ADM block diagrams are represented in figures 8 and 9. 

 

a)  Encoder 

 

              b)    Decoder 
 

Figure  8. The block diagram of Conventional ADM 
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a) Encoder 

 
b) Decoder 

Figure  9. The block diagram of proposed ADM 
 

  The frequency response of the integrator at the transmitting end is shown in fig. 10(a). 
and the differentiator at the receiver side in fig.10(b). At the receiver, the differentiator is 
followed by a low pass filter (LPF) for noise reduction. 
 

    
 

(a) (b) 
 

Figure 10. (a). Frequency response of Pre-Processor (Integrator) at the 
transmitter 

(b). Frequency response of the Differentiator at the receiver. 

5.1. Performance comparison with pre-processor 
 

The same sample speech waveform “i i i i i”  shown in Fig.2 with the  positive peak of  0.8 
V and maximum frequency  3.8 kHz  is used as input. The SNR performance with pre-
processor and the ADM systems discussed earlier like SONG, modified ABATE and 
proposed step-size adaptation algorithm with  = 1.1 in a noiseless channel for 16kHz  is 
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shown in figure 11(a) and figure 11(b). We observe that the ADM with pre-processing gives 
performance improvement compared to the schemes given by SONG, modified ABATE and 
proposed step-size adaptation algorithm with  = 1.1 

 
 

(a) 
 

 
(b) 

 
Figure 11. Performance Comparison of the ADM with pre-processing with the 

SONG, modified ABATE and the proposed algorithms. (a) plot for Input strength 
varied from -25dB to 10dB (b) plot for Input strength varied from -7dB to -1dB. 
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6. Conclusion 
 

Simulations are carried out for all the schemes. S0 is taken as 0.1 and Simulations 
have also confirmed that with the input strength for -5dB to -3dB on an average a 1.1dB 
performance gain in the SNR  is got for the  new step-size adaptation algorithm compared to 
the SONG and a 1.5dB performance gain compared to the modified ABATE algorithm. Next, 
with pre-processing  and with the same input strength, on an average there is  a 1.4dB 
performance improvement  in the SNR for the  new step-size adaptation algorithm as 
compared to the SONG and a 1.7dB improvement compared to the modified ABATE 
algorithm.  
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